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In this paper we prove several inequalities concerning invariant norms of matrices
belonging to the range of some matrix-valued Linear Positive Operator (LPO). We
provide a variational characterization of unitarily invariant norms in terms of bilinear
forms and a kind of Cauchy-Schwarz inequality for matrix-valued LPOs. The latter
inequality holds for matrix-valued LPOs acting on L’ spaces (e.g., multi-level Toeplitz,
Finite Elements matrices etc.) but it is still unclear if it is true in general. These tools turn
out to be very effective in order to deduce inequalities concerning norms of multilevel
Toeplitz matrices and of some related approximations in matrix algebras.
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1. INTRODUCTION

In this paper we prove several inequalities and estimates concerning
unitarily invariant (u.i.) norms of matrices that can be expressed as
the range of matrix-valued Linear Positive Operators (LPOs) [12, 13]
(the reader is referred to Chapter 4 of the beautiful book [1] for a
detailed discussion of u.i. norms).
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Throughout, we denote A//n the vector space Cn n of n x n complex
matrices. If ,4 is a complex vector space of (complex valued)
functions, closed under complex conjugancy and absolute value, then
we say that

T:A

is a matrix-valued operator. Furthermore, if T is linear and positive
(i.e., the matrix T(f) is Hermitian and nonnegative definite, whenever
the function f q ,4 is real-valued and nonnegative), then we say that T
is a matrix-valued LPO. These kind of operators arise quite naturally
in many applications, such multilevel Toeplitz matrices [20], dis-
cretizations (by finite differences or finite elements) of elliptic PDEs
[15, 16], and some weighted Laplacian matrices associated to graphs
[14,51.
A matrix norm I1" is called unitarily invariant (u.i. for brevity) if

]]UAVII ]IA]I holds for arbitrary A, whenever U and V are unitary
matrices.

It is well known that u.i. norms are intimately connected with
singular values; more precisely, a function I111 defined on n x n
matrices is a unitarily invariant norm if, and only if, there exists a
symmetric gauge function q on Rn such that

Ilall ,I,( (m),..., crn(A)),

where crj(A) denotes the j-th singular value of A. If q is a symmetric
gauge function, then I1" I1 will denote the corresponding u.i. norm.
We recall that a function /, on Rn is called a symmetric gauge

function if it satisfies the following properties:

(1) ,I, is a norm.

(2) q is absolute, i.e., /’(xl,. xn) q’(Ixll,..., Ix, I).
(3) q is symmetric, i.e., eP(X,...,Xn)=(X,,...,X,n) for every

permutation 7r: { 1,..., n} {1,..., n}.

In what follows, [xi]in=, or simply [xi] if n is clear from the context,
denotes the vector with entries x so that we may write q([xd) instead
of q, (xl,..., x,). Moreover,

(x, y) := xi if x [xi] c" and y [Yi] E Cn

i=1

denotes the Euclidean innner product.
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Every symmetric gauge function has the following properties
(see [1]), which will be widely used in what follows:

and

t([xi] t([yi]) if IXil <--lYI for all i, (1)

’([Ix,Y,I]) if p > and 1/p + 1/q 1.

(2)

Finally, if P1,..., Pk are mutually orthogonal projections on C" such
that PI@""’ @Pk L then

k

PiAPi
i=l

IIAII (3)

holds for every matrix A of order n and every u.i. norm 11" 11, The last
inequality is known as the "pinching inequality" (see [1]).
Among u.i. norms, of particular interest are the so called Schatten

p-norms I1" lip (see [1]), defined as follows:

n )
(l/p)

IIAII :--m/ax{ai}, and IIAIIp ": (O’i)p if p > 1,
i=1

where {oi}i denote the singular values of A.
The paper is organized as follows. In Section 2, we prove a very

general characterization of u.i. norms. Section 3 is devoted to prove a
Cauchy-Schwarz inequality when .A LP(f,#) for some p > 1 and
some measure space (f, #) and to prove several inequalities for u.i.
norms (in particular, Schatten norms) of matrices arising from matrix-
valued LPOs. Finally, we discuss some examples and applications
concerning u.i. norms of multilevel Toeplitz and Hankel matrices, and
also matrix algebra approximations of Toeplitz matrices.

2. A VARIATIONAL CHARACTERIZATION
OF u.i. NORMS

Our results concerning matrices from LPOs are based on the following
variational characterization of u.i. norms.
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THEOREM 2.1 Let be a symmetric gauge function on R". Then for
every matrix A E .A/ln we have

IIAIl sup ([l(Aui, vi)117=1), (4)

where the supremum is taken over all pairs of orthonormal basis {Ui}in__.l
arid {vi}ni= 1, i.e.,

ui, vi Cn and (ui, uy) (vi, vj) 6iy, <_ i,j <_ n.

If, moreover, A is positive semidefinite, then we have

IIAll sup ([(Aui, Ui)]in=l), (5)

where the supremum is taken over all orthonormal basis {Ui}in___l

Proof Let U, V be two unitary matrices such that V*AU=
diag(cr,...,tr,) is the singular value decomposition of A. If {ui}i=
and {’gi}in=l are, respectively, the columns of U and V, then we obtain

Ilall (I([oi]) ([<Aui, i)]) ,b([l<mui, v>l]),

and hence < holds in (4). On the other hand, if U (with columns
{ui}in=l) and V (with columns {vi}i=) are any two unitary matrices
and P is the projection onto the i-th coordinate, then the singular
values of ’in=IPiV*AUPi are {l(hu.v)l}, and from the pinching
inequality (3) we obtain

’I’([l(Au, v) I1)
n

PiV*AUPs
i=1

IIV*AUII --IIAII.

Therefore, since { i}i= and {Vi}i= are arbitrary orthogonal systems,
we obtain that also > holds in (4), and this completes the proof of (4).

Finally, the proof of (5) is similar (it suffices to observe that the
singular values of A coincide with its eigenvalues). I

3. SOME INEQUALITIES FOR u.i. NORMS
OF LPOs MATRICES

First we consider a kind of Cauchy-Schwarz inequality regarding
matrices arising from a linear positive operator T defined over 4 and
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taking value in .A//n where the linear space A is closed under
conjugancy and absolute value (for other matrix versions of the
Cauchy-Schwarz inequality refer to Chapter 9.5 of [1]): ’u, v E Cn,

](T(f)u, v)[2 <_ (T(lfl)u,u)(T([fl)v, v). (6)

Remark 3.1 If the linear space A is not closed under absolute value,
then relation (6) is generally false. Take A span{e’ c {0, 4- } }
and define T:A 3//2 as the linear operator such that

r()=., r(e)= 0 0

It is trivial to check that Tis a LPO. However, forf ex, u=(0, 1)r,
=(1,0)r, we have Ill and I(T(f)u, )le-4 with (r(Ifl)u,u)-
(7’(171), )- so that (6) does not hold.

In the following proposition we consider a parametric general-
ization of inequality (6) and we give some alternative formulations. By
the way, it is shown that inequality (6) can be rewritten in other two
equivalent ways.

PROPOSITION 3.1 Let T .A ---+ ./Vln be a LPO where ./4 is a linear space
closed under conjugancy and absolute value, and let "y be a positive
constant. Then the following three statements are equivalent:

(a) Vu, v Cn, Vf A

I(T(f)u, v)[2 < 72(T(Ifl)u,u)(T(Ifl)v, v) (7)

holds true;
(b) the (nonlinear) operator G .A --o .A/[2n defined as

(TT(Ifl) T(f)) (8)G(f) T(f)

is a positive operator i.e., for any wC2 and for any f E.A,
Gff)w, w) >_ O;

(c) Vu, vCn,
7 (T(lfl)u u) + 7 v) (9)I(r(f)u, v)l <_ - - (r(lfl)v,
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Proof Note that (c) follows from (a) on taking square roots and
using the arithmetic-mean-geometric-mean inequality.

Concerning (b), we observe that G(f) is Hermitian since

T(f) T(f)*. Decomposing w E C2n as (u, v), we see that G(f)> 0 is
equivalent to

r(T(Ifl)u, u) + r(T(Ifl)v, v) + 2Re(T(f)u, v) > 0 Vu, v E Cn, (10)

hence (b) follows from (c) using 2Re z > -21zl.
On the other hand, given u,vC" we can find wC such

that I1- and 2Rew(T(f)u, v) -21(T(f)u, v)l. Hence, if G(f) >_ 0
then rewriting (10) with wu in place of u we obtain that (b)
implies (c).

Finally, if (c) holds true, then rewriting (9) with u/t in place of u and
tv in place of v, where > 0 is a parameter, we obtain (a) on minimizing
with respect to the resulting right-hand side. m

We observe that relation (7) with ,,/= is exactly relation (6). In the
following we will also consider the case where , 2. Indeed (7) with

7 2 (and therefore its equivalent forms) holds for any linear positive
operator for purely algebraic reasons.

Conversely we will prove (6) in the case where A is an Lp space for a
certain p[1,c) and T is a LPO from .A to ln. In actuality the
arguments in the proof are not purely algebraic but they have some
essential analytic flavour as well.

THEOREM 3.1 Let T" .A -, .A/In be a LPO with 4 being closed under
absolute value and conjugancy. Then inequality (7) holds true for "y--2
andfor any u,v andf.

Proof The proof is organized in four steps.

Step 1

Step 2

First we assume that f is real-valued and nonnegative.
Therefore T(f)= T(Ifl) is nonnegative definite and (6) holds
true by the classical Cauchy-Schwarz inequality in Cn.
Iff is real-valued, then we can always write f=f+ -f- where

f+ max{0,f} and f- max{0, -f} are nonnegative. We
observe that Ill =f+ +f-, we recall the first step, and we
invoke the monotonicity of the operator T(.). Therefore
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we have

I(r(r)u, )1 <_ IIr(f/)u, v)l + Ir(r-)u, v)l
--( by Step l(r(f+)u,u)I/2(rOe-t-) v,

+ (fly-)u, u)/(r(r-)v, v)/
<_ 2(r(lrl)u, u)/-(r(VI), v)/:.

Step 3 The proof in Step 2 can be improved and this will be useful to
prove the general case. Let us suppose again that f is real-
valued. Then

I(r(f)u, v)l _< (l(rff+)u,
((l((r(f+)u, v)l, I(r(f-)u, v)l), (1,1))):

-< cs in C’2(I (rff+) u, v)l + (r(r-)u, v)l)
--( by Step 12((TOe+)u,u)(ZOe+)
+ (rq’-)u, u)(rq’-)v, ))

_< 2(r(VI)u, u)(r(lfl)v, v)

which is (7) with 7 x/.
Step 4 Suppose now that f is complex valued so that f=

Ref + Imf.
Therefore we have

I(T(f)u, v)l2 _< (l(T(Ref)u, v)l + I(T(Imf)u, v)l)2

by Step 32((T(IRefl)u, u)(T(IRefl)v, v)+
+ (r(lImfl)u, u)(T(lImfl)v, v>/

+ (r(IRefl)u, u)1/(r(iRefl)v, v))/.

(T(llmfl)u, u)/2 (T(llmfl)v v)1/2)
<_ 2(r(IRefl + IImfl)u, u>
(T(IRefl + Ilmfl)v, v)

< (a)4(T([fl)u, u)(r(VI)v, v)

where in the last inequality labeled with (a) we use the
majorization IRef] + Ilmfl < x/Lfl.
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Now we turn our attention to an important particular case, that is
when the space of functions ,4 is an Lp space over some measure space.

THEOREM 3.2 Let p E [1, c), let n be a positive integer and let (f, #) be
a measure space with a g-finite positive measure #. If T LP(, #)
A4n is a LPO, then

(a) T is continuous;
(b) inequality (6) holds true for any u, v Cn and any f Lp.

ProofofPart (a) We first suppose that n- 1, i.e., that T is a positive
linear functional on Lp. In order to prove that T is bounded, it suffices
to prove that for every sequence {Uk} which is convergent in Lp, there
exists a subsequence {Ukj} such that T(ukj) is bounded (see [11]). On
the other hand, it is well known that for every sequence {Uk}
convergent in Lp, there exists u Lp and a subsequence {Uk } such that

lUkl <_ u/-a.e, in t. Therefore, from the positivity of T we obtain

IT(u;)l _< T(IRe ukl) + T(llm ukl) < 2T(lul)

hence T is continuous.
In the general case, letting T(f)=: {To(f)} we see that Tii is a

positive linear functional on Lp, hence it is continuous. Finally, the
continuity of T/ when ij follows from

ITo(u)l2 <_ T.(lul)r(lul),

which is an easy consequence of positivity.

Proof of Part (b) First observe that .A is closed under conjugancy
and absolute value so that each term involved in (6) and in its
equivalent rewritings is well defined. Each entry (T(.))ij is a
continuous linear functional from ,4 to C (by part (a)) and therefore
by the Riesz representation Theorem there exists a function

l.li,j . Lq(, I) such that 1/p+ 1/q and

fl ui,j(x)f(x)dlt (11)(T(f)),

Since T(.) is globally positive it follows that

(T(fl)s,s) u(x)s[f(x),dlz >_ O
i,j=l
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Vf .4, Vs E C" and consequently, by standard measure theory argu-
ments, the matrix U(x) (ui,j(x))in,j=l is nonnegative definite almost
everywhere.

Finally let u and v belonging to C". Therefore

I(r(f)u, v)l
n

i,j=l

n

i,j=l

1<U(x)u, v)llf(x)ld#l
2

(al) v/(V(x)u,u)v/(V(x)v, v)lf(x)ld#]
v/<U(x)u,u>[f(x)lv/<U(x)v, v>lf(x)ld#

(a2)(U(x)u,u)lf(x)ld#" <U(x)v, y>[f(x)ld#

<T(lfl)u, u)(T( fl)v, v)

where the inequality labeled with (al) follows (for almost every x)
from the Cauchy-Schwarz inequality in C" since (U(x)u,v)=
(R(x)u,R(x)v) with U(x)=R(x)ZCR(x)=R(x)2 a.e. and where the
inequality labeled with (a2) is a consequence of the classical Cauchy-
Schwarz inequality in L2 since the function v/(U(x)w, w}[f(x)] belongs
to L2(f, #). I

Remark 3.2 If T:A .Mn is a continuous LPO with A C(K),
where K is some compact set in the Euclidean space, then inequality (6)
holds true for any u, v E C" and any f. The argument is similar to the
one of the preceding theorem (relying also on the Radon-Nikodym
Theorem).

Remark 3.3 We point out that we were not able to construct a vector
space of functions A, closed under absolute value and complex
conjugation, where the inequality (6) does not hold true. Note that the
example presented in Remark 3.1 concerns a space .4 which is not
closed under absolute value.
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THEOREM 3.3 Let p E [1, cx), let n be a positive integer and (f, #) be a
measure space with a tr-finite measure #. If T" Le(f,#)-- n is a

LPO, then

lilTS)Ill ][IT(I)II[ (12)

holds for every unitarily mvariant norm Ill" Ill and every f Lp.

Proof Let {ui}il and {vi}i be two systems of unitary vectors. By
Theorem 3.2 we know that (6) holds true. Therefore by (9) in
Proposition 3.1 with 7 l, we have for every

f(x)(U(x)ui, vi)d 5 (x)l(U(x)ui’

X
nwhere the matrix U(x) (u,t())s,,= has entries defined as in (1 l). Let

"ll be a u.i. no, and let be the associated symmetric gauge
function. From the last inequality and the convexity of we obtain

n n

2 i=1

where the last inequality follows from (4). Finally, from the
arbitrariness of {ui}i= and {vi}in= using (4) again yields IIT(f)ll <
IlT(Ifl)[l, which completes the proof, m
COROLLARY 3.1 Under the assumptions of Theorem 3.3, suppose thatf,
FE LP(f, #) are such that F is real valued and F(x)> Lf(x)[ at #-a.e.
x f. Then

IIIT(f)lll <_ IIIT(F)III (13)

holds for every unitarily invariant norm I" Ill.
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Proof From F> If[ and the positivity of T, it follows that
T(F) >_ T(Ifl) (in the sense of the partial ordering of Hermitian
matrices). From the Fan Dominance Theorem (see [1]) we obtain
IIIT(Ifl)III<_IIIT(F)[[I for every u.i. norm, hence (13) follows
from (12). I

THEOREr 3.4 Let (f, #) be a measure space with a g-finite measure #,

and let < r < p < +o. If T Lr(f, #) N L (f, #) Jn is a LPO,
then for every fE L N L the following estimate holds, concerning the
Schatten p-norm of T(f):

II:r(f)ll < II’(Ifl’)ll /’)(ply’)" (14)

Proof By Theorem 3.3, we can assume thatfis real and nonnegative.
Let {ui}in=i be an orthonormal systems of vectors of Cn. For every i, we
have from Jensen’s inequality

( fflf(x)(U(x)ui, ui)d#)
p

( fflf(x)r(u(x)ui, ui)d#)
(p/r)

where the matrix U(x)= (us,t(x))sn,t= has entries defined as in (11).
Summing over and raising to the power lip yields

(D ( fflf(x)(U(x)ui, ui)d)P)
(l/p)

<-(D ( Lf(x)r(u(x)ui’ui)dlz) (P/r)) (1/P)

Letting @p([x,]):= (ET=, Ix, lP) (’/1 and p#([xi]) := (E=, Ix, l(Pl’l) (’/e),
the last inequality can be written as

and the claim of the theorem follows from (5), since the orthonormal
system {ui} was arbitrary. I
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THEOREM 3.5 Let (9t, #) be a measure space with a tr-finite measure
and let T L (f, #) A4n be a LPO. IffE LP(f, #) and g Lq(),
where < p, q < cx and 1/p+ 1/q 1, then we have

IIT(fg)ll

_
IIT(IflP)IIf/)IIT(Iglq)II f/q) (15)

for every unitarily invariant norm I1" II, Moreover, iff Ll(f, I) and
g L(Vt, lz) then

IITffg)ll IlgllLllT(tfl)ll (16)

holds for every unitarily invariant norm I1" II.
Proof By Theorem 3.3, we can assume thatfand g are real and non-
negative. Let {ui}i=l be an orthonormal system of vectors and let
U(x) (ui(x))i,:= be the matrix defined in (11). For every i, writing

(U(x)ui, ui) (U(x)ui, ui) (I/p) (U(x), ui, ui) (l/q)

we have from the H/51der inequality

ff(x)g(x)(U(x)ui, ui)d# <_ ( ff(x)t’(U(x)ui, ui)d)
(/1)

( fg(x)q(u(x)u, u)dz) (’/q).

Let I, be the symmetric gauge function associated with the u.i. norm

I1" II. Using (1) and (2) we obtain from the previous inequality

( [ fOCg)(x)(U(x)ui, ui)dlz] i=l)
(- ( [ ( ffP(x) (U(x)ui, ui)dl)

(I/p)

( fgq(x)(U(x)ui, ui)dlt) (l/q)] ;=l)
<--([]fP(x)(U(x)ui, ui)dlz] ;=l ) (I/p)

( [ fgq(x)(U(x)ui’ ui)dlz] ;=l)
(1/q)
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and (15) follows from (5), since the orthonormal system {ui} was
arbitrary. Finally, (16) follows from Corollary 3.1, letting A := Ilgll,
and observing that

[f(x)g(x)l <_ ,Xlf(x)l and IIZ(lfl)ll llZ(ifl)ll,

Remark 3.4 An alternative proof of (15) is the following. By well
known inequalities, we have for every > 0

tP
ip

t-q
(x)g(x)[ <_ If(x) / -- [g(x)[q

and from Corollary 3.1 and the linearity and positivity of T we obtain

p t-q
q)IIT(lfgl)ll <_ IIT(belP)II /--IIT(Igl for all > O.

Then (15) follows on choosing the value of which minimizes the
right-hand side.

Remark 3.5 All the inequalities proved in this section are sharp, as
one can easily cheek letting f(x)= and g(x)= 1.

4. EXAMPLES AND APPLICATIONS

In what follows we give an idea of the several contexts in which
matrix-valued linear positive operators arise.

4.1. Multilevel Toeplitz Matrices

We first turn our attention to u.i. norms of (multilevel) Toeplitz
matrices.

Letfbe a complex-valued function of k variables, integrable on the
k-cube Ik := (0, 27r). Throughout, the symbol stands for (27r)-kft.
The Fourier coefficients off, given by

J "= tf(x)e-iq’x) dx, ,,.2
---1, jZk, (17)
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are the entries of the k-level Toeplitz matrices generated by f. More
precisely, if n=(nl,...,nk) is a k-index with positive entries, then
Tn(f) denotes the matrix of order (throughout, we let h := II.kt=lVli )
given by

In the above equation, (R) denotes tensor product, while J(mt) denotes
the matrix of order rn whose (i,j) entry equals ifj-i= and equals
zero otherwise. In other words, the 2m-1 matrices {J)}, /=0,
4-1,..., +(m-l) are the canonical basis of the linear space of
m x m Toeplitz matrices and the tensor notation emphasizes the
k-level Toeplitz structure of Tn(f). The reader is referred to

[20,2,21, 19] for more details on multilevel Toeplitz matrices. Here
we just recall the following elementary fact (see e.g. [9, 21]).

PROPOSITION 4.1 Let n= (nl,... ,nk) be a positive k-index with k >
and a let Tn Ll(Ik) .A4r be defined as in (18). Then Tn is a matrix-

valued LPO.

In order to give one specific characterization of the results in
Section 3 in the case of multilevel Toeplitz matrices, we identify

vectors and polynomials of degree n via a suitable isomorphism.
Indeed, given k> and a k-index n=(n,...,nk) as above, we
define

where

7 := {u" l,C u(x) ayeO"x) },

Zn "= {(jl,... ,jk)lji E N and 0 <ji < ni for 1,2,..., k}.

The set P is a vector space of trigonometric polynomials of dimension
h, and we endow it with the L2 inner product

(u, .=
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Given u E7:’nk, u(x):= qz. aje"i(i’), we can associate with it the
vector E C given by

n -1 nk--1
:= "" a(i, i)e(ni (R)"" (R) e(ni),

il =0 ik=l

where {e()}n is the canonical basis of Cm. It is clear that the map
u fi is a linear isomorphism. In fact, it is easy to check that

(u, v). (fi, ), for all u, v 7k, (19)

and we obtain a linear isometry between 7 and C. Therefore, we can
drop the notation , and we can regard u as a polynomial from 79 or
as a vector from C, according to the necessity.

Observing that (Jm)e(mh), e)) 6j,h_ and using elementary properties
of the tensor product, from (18) one obtains after straightforward
computations

(X)U(X)V(x)dx (Tn(f)u, v) for all u, v 7 (20)

(in the right-hand side, u and v are meant as vectors from C). We
remark that (19) can be obtained from (20) letting f(x)= 1, in such a
way that T,,(f)= L

Remark 4.1 From (20) one can see that, if f(x) is real-valued and
nonnegative, then T,,(f) is positive semidefinite (also the converse is
true, provided T,,(f)> 0 for every n). In this case, it is immediate to
check that

IIT ff)II tr(Tn(f)) h jtf(x)dx. (21)

The representation formula (20) is extremely useful. From it and
from Theorem 2.1, we can deduce a variational characterization for
any u.i. norm of any Toeplitz matrix.

COROLLARY 4.1 Let n=(n,...,nk) be a positive k-index, and let

f Ll(Ik). If Tn(f) is the k-level Toeplitz matrix associated with f, then
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we have for every symmetric gauge function on R

,,Tn(f),..= sup ([ f(x)ui(x)vi(x)dxl]i=,), .(22)

where the supremum is taken over all pairs of orthonormal systems
{u,}= and {v,} of trigonometric polynomials such that

Ui, Vi79nk, ui(x,uj(x)dx vi(x)vy(x)dx 60" < i, j < h.

(23)

Moreover, iff is real and nonnegative then we have

IlTn(f),, sup ( [ tf(x ,ui(x)12dx] i=l) (24)

where the supremum is taken over all orthonormal systems {uiih___l of
trigonometric polynomials satisfying (23).

Proof Using (19) and (20), we obtain (22) applying Theorem 2.1
with A T,(f). Similarly, in order to obtain (24) it suffices to observe
that T,(f) is positive semidefinite if f is real and nonnegative (by
Proposition 4.1).

In addition, a further consequence of the analysis in Section 3 is the
following estimate, which improves (and generalizes to any Schatten
p-norm) the estimate proven in Lemma 4 from [8].

COROLLARY 4.2 Let f LP(Ik) for some p with <_ p <_ oo. If n=
(n,...,nk) is a positive k-index, then the following estimate holds
concerning the Schatten norms:

IITff)llp _< ()//P) It:ll:, (25)

Proof The case where p +o is a well known fact concerning the
spectral norm of Toeplitz matrices. Ifp < +, then choosing r p we
obtain from Theorem 3.4 with T(.)= T,,(.)

IIT,(f)llp < IIT(IflP)II/p) (trT,(lfl’)) (/p)

where the last equalities follow from (21) with Ifl in place off.
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4.2. Hankel Matrices

A Hankel matrix is one whose entries are constant along any lower-
left-upper-right diagonal. As with Toeplitz matrices, one can consider
multilevel Hankel matrices, generated by a multivariate symbol
f, integrable on the k-cube Ik := (0, 27r)k. With the same notations of
the previous subsection, let {j} denote the Fourier coefficients of f,
according to (17). If n=(nl,...,nk) is a k-index with positive entries,
then H,(f) denotes k-level Hankel matrix of order h generated by
f, defined as

2nl 2nk--
H,(f) ]... ] j(l jk)K,) (R)... (R) Kn0k). (26)

j,---1 jk-"l

Here K(mt) denotes the matrix of order rn whose (i,j) entry equals if
i/j=l+l and equals zero otherwise; the matrices K(mt), l=
1,...,2m-1 are the natural basis of the linear space of Hankel
matrices of order m. As with Toeplitz matrices, the tensor product (R)

stresses the k-level block structure of the matrices we are considering.
It is well known that the operator H, is not a LPO: to see this, take

k= 1,f(x)= 2(1-cosx) and n=(nl) =(1), and note that Hi(f) =1
-1 is negative despite that f> 0. However, in [8] it was proved that,
given fLl(Ik), for every multiindex n there exists a function
gn Ll(lk) and a unitary matrix U such that

UnHn(f) T,(gn) and Ig,(x)l lf(x)l for every x Elk. (27)

In view of this fact, we obtain the following

COROLLARY 4.3 Let fELP(Ik) for some p with 1 <_p <_ o. If n--
(nl,...,nk) is a positive k-index, then the following estimate holds
concerning the Schatten norms:

(28)

Proof Using (27), we see that IIn(f)ll T(g.)ll for every u.i. norm,
since U, is unitary. Moreover, we have 1711 Ilgnll, hence the
estimate (28) is a consequence of the corresponding estimate for
Toeplitz matrices, stated in Corollary 4.2. m
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We stress that this corollary improves and generalizes the estimate
obtained in Lemma 5 of [8].

Remark 4.2 From relations (25) and (28) we know that

IITff)llp, IInff)llp (h)0/P)ltfllz
for any fE LP(Ik). Nevertheless the Toeplitz and the Hankel case are
substantially different. First of all inequality (25) is asymptotically
tight since (see [18])

lirnoo IITff)ll(h)-t/p) Itfll

and therefore for any nonzero f, IITff)llp ()(/P)C cannot hold for
any n (nl,..., nk) if C < I[fll,, Conversely, for fixed n and f_ LP(Ik),
setting r(f,p,k,n) {geLP(lk)" =3, e n <_j _< n e, ei 1}, we
have T(g) T,(f) for g r(f,p, k, n) and then

IITff)ll < (h)(1/p) inf Ilgll
g e r(f4,k,n)

with a negligible improvement with respect to (25): for instance, for
f(x) 2(1- cos (x)) and p=o we find

I[11oo inf Ilgll,,o O(n-2).
g E rO,p,k,n)

In the Hankel case the ,situation is quite different. For instance

IIT(?)llp which is much less than ()(/Plt?ll. However estimate
(28) can be used in the opposite direction for obtaining information
from the "discrete" to the "continuous". Setting tr(f,p, k, n)
{gLt’(Ik)’j=j,e<_j<_2n--e, ei= 1}, we have Hn(g)=H,,(f) for
g tr(f, p, k, n). Then for the previous example 3(x) we find

inf Ilgll,o- 1.
g e tr(],p,k,n)

Along the same lines, consider a, fl real numbers and the function
(x) aex + e2x. Then for any g(x) of the form

g(x) )(x) + tqe-qix N n)
q=0 n _> 2
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we deduce the nontrivial estimate

Ilgll,. > Icl + v/2 + 4fl2

Moreover the minimum is realized by f if and only if a =0 or fl =0.
In a general multilevel setting, given a positive k-index t, for j(x)

Y;= ce-q,/ and for g(x) ,,
>_ a@,p, k, n) we have

Ilgll Ilnt()I1 q-e Icql2

showing that the obtained estimate is better than the one deduced
from the comparison with the L2 norm (the estimates coincide, that is

Ilnr)ll V/Eq=e Icql2, if and only if all but one of the coefficients
Oq are zero).

4.3. Multilevel Toeplitz Matrices and Optimal Matrix
Algebras Approximation

Let U, and Vn be two unitary complex n x n matrices and let us denote
by Bn the linear space (commutative matrix algebra if Vn U.) of all
the matrices defined as

Bn (X U,AV A is a diagonal complex matrix} (29)

where the symbol means transpose and conjugate.
Now suppose that a matrix A is given and let us consider the

optimal approximation P,,(A) with respect to the Frobenius norm (the
Schatten norm with p 2) in the space Bn. Then

T’n(A) arg min IIA -XII2X E Bn

where the minimum exists and is unique since Bn is convex and [[. [12 is
a strictly convex norm.

It is well known that Pn(A) has the following explicit represen-
tation [6]

Tn(A Undiag(UAVn)V (30)
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where now diag(Y) denotes the diagonal matrix with the same entries
as Y along the main diagonal. Formula (30) can be easily put in
connection with the pinching inequality (3).

THEOREM 4.1 Let II" II be a u.i. norm and let 13n, Pn(’) :.Mn Bn, be as

in (29), (30) respectively. Then for every matrix a E A4n we have

(31)

with equality holding ifA 13n.

Proof Since Un and Vn are unitary, by relation (30) and by the
pinching inequality (3), we have

117%(A)11 IIU(A)VII
n

g:nAVne
i=1

II UAVn II IIA II.

If A 13n, then Pn(A) A and equality trivially holds.

Remark 4.3 Theorem 4.1 extends a result in [7, 4] where the relation

(31) was proved in the special case of Schatten p-norms with p 2
and p o.

We recall that this kind of results is useful in a practical context of
approximation of Toeplitz sequences by simpler and more appealing
matrix structures (circulants, trigonometric algebras etc.) in order to
solve Toeplitz linear systems in a computationally efficient way (see
also [3, 17]).

Finally, in light of Proposition 4.1 and formula (30), we know that
for any n Nt’, the operators T,, and P o T (with V U,,) satisfy the
assumption of Theorem 3.2 with p so that Theorems 3.3, 3.4 and
3.5 and Corollary 3.1 automatically hold.
The following final remark gives a insight on the wide range of

applications of the results of this paper.

Remark 4.4 The list of the matrix-valued LPOs that arise in the
applications is very long. We want just to mention the discretizations
by Finite Elements or Finite Differences of some boundary value
problems, the case of Laplacian graph matrices coming from
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optimization problems etc. In all these cases the vector n (n,... ,nk)
is related to a finesse parameter of the discretization process so that we
have to deal with sequences of matrices of increasing order. The
inequalities proved in the preceding sections can be used in order to
analyze the behaviour of these structures for large n under some
perturbations as it occurs and is of interest in a Numerical Analysis
context.
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