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Plan of the talk

1. Accessible liquid states in non-convex feedforward models 
and negative margin classifiers

2. Geometry of perfect learning: differences between discrete 
and continuous weights

3. Chaotic and stable liquid attractors  in recurrent asymmetric 
neural networks



• Overparametrization & generalization (overfitting under control)

• Non-convexity and first-order algorithms

•Internal representations if feedforward and attractor NN

Basic problems 



Figure 4-1. DBN architecture

In the sections that follow, we explain more about how DBNs take advantage of RBMs to
better model training data.

Feature Extraction with RBM Layers

We use RBMs to extract higher-level features from the raw input vectors. To do that, we
want to set the hidden unit states and weights such that when we show the RBM an input
record and ask the RBM to reconstruct the record, it generates something pretty close to the
original input vector. Hinton talks about this effect in terms of how machines “dream about
data.”

The fundamental purpose of RBMs in the context of deep learning and DBNs is to learn
these higher-level features of a dataset in an unsupervised training fashion. It was discovered
that we could train better neural networks by letting RBMs learn progressively higher-level
features using the learned features from a lower level RBM pretrain layer as the input to a
higher-level RBM pretrain layer.

Learning higher-order features automatically

Learning these features in an unsupervised fashion is considered the pretrain phase of
DBNs. Each hidden layer of the RBM in the pretrain phase learns progressively more com-
plex features from the distribution of the data. These higher-order features are progressively
combined in nonlinear ways to do elegant automated feature engineering.

{(xµ, yµ)}µ=1,...,M
<latexit sha1_base64="TueI1GQy7R5saGVSpoQ/YcaFssE=">AAACbnicbVFdaxNBFJ3daq2p2qQFHyzSwVBIIV12Y9H2QSj6IgShgmkKmTTMTibJkJnZZeauGJZ97B/0zd/giz/B2c0q1fbAwLnnzv2YM3EqhYUw/OH5Gw8ebj7aetzYfvL02U6ztXtpk8wwPmCJTMxVTC2XQvMBCJD8KjWcqljyYbz8UOaHX7mxItFfYJXysaJzLWaCUXDSpHlzSBYU8OqaqOwdJorCwqicmrkSuugMr/uYWDFX1NG8fxwVf8IgCEi3DrBL9m7xCBM2TQB/K5selWiQvFNF3WrQESkmeTkw6ro+3U/FpNkOg7ACvkuimrRRjYtJ8zuZJixTXAOT1NpRFKYwdnuDYJIXDZJZnlK2pHM+clRTxe04r+wq8KFTpniWGHc04Eq9XZFTZe1Kxe5m6Yf9P1eK9+VGGcxOx7nQaQZcs/WgWSYxJLj0Hk+F4QzkyhHKjHC7YraghjJwP9SoTDgr8ebvk++Sy14QvQ5OPp+0z9/XdmyhffQKdVCE3qJz9BFdoAFi6KfX8l54+94v/7n/0j9YX/W9umYP/QO/8xtEGbbx</latexit>

Training set:

�µ $ (WK · �K(xµ)) yµ
<latexit sha1_base64="CZR/5F1qWaLCnHpb/mZyi+5aXgo=">AAAC5XicbVJLj9MwEHbCawmPLXDkYlFV6kolapbVAgekFXBAqpAWiW5XqruR4zqptXaStSdAFeXOhQMIceU/ceO/cMB5AIVlJEvffDOe+TzjKJfCwHj83XEvXLx0+crWVe/a9Rs3t3u3bh+ZrNCMT1kmM30cUcOlSPkUBEh+nGtOVST5LDp9Vsdnb7g2IktfwzrnC0WTVMSCUbBU2PsxICsKeH1CVPEEE0VhpVVJdaJEWg1nJxNMjEgUtbCc3A+qX67v+2TUOdgGdzdwgAlbZoDf1UV3avMGpBw27qjptEOqsKw7BiNbaPSy8gZNFBPIvA1FmEgegxbJCqjW2duW7TLIcy6BNsQfaFsLO5kz3GpvdLTKwsmwE4St8qZQ2OuP/XFj+DwIOtBHnR2GvW9kmbFC8RSYpMbMg3EOCzsuEEzyyiOF4TllpzThcwtTqrhZlM2WKjywzBLHmbYnBdywmzdKqoxZq8hm1msw/8Zq8n+xeQHxo0Up0rwAnrK2UVxIDBmuV46XQnMGcm0BZVpYrZitqKYM7MfwmiE8rm3/95PPg6NdP3jg773a6x887caxhe6ie2iIAvQQHaAX6BBNEXMi573z0fnkJu4H97P7pU11ne7OHfSXuV9/Agc84rs=</latexit>

Introduction: arti)cial neural networks for
machine learning{ <latexit sha1_base64="px9YPanz5zjmfmRs0MuGxBXXrxQ=">AAAB8HicbVDLSsNAFJ3UV62vqks3g0VwVRItPnZFNy5cVLAPbEKZTG/aoZNJmJkIJfQvXLhRcevfuPRvnKRBfB24cDjnXu69x485U9q2P6zSwuLS8kp5tbK2vrG5Vd3e6agokRTaNOKR7PlEAWcC2pppDr1YAgl9Dl1/cpn53XuQikXiVk9j8EIyEixglGgj3bnXRI4gddPZoFqz63YO/Jc4BamhAq1B9d0dRjQJQWjKiVJ9x461lxKpGeUwq7iJgpjQCRlB31BBQlBeml88wwdGGeIgkqaExrn6fSIloVLT0DedIdFj9dvLxP+8fqKDMy9lIk40CDpfFCQc6whn7+Mhk0A1nxpCqGTmVkzHRBKqTUh5BucZTr4+/ks6R3XnuN64adSaF0UaZbSH9tEhctApaqIr1EJtRJFAD+gJPVvSerRerNd5a8kqZnbRD1hvn1ItkRw=</latexit>

pre-activations at layer K

xμ →
<latexit sha1_base64="KVOL63tIB9EvA+qd1HPZyHKEv6Y=">AAACa3icbVFLbxMxGPQurzY8GuiF18EiipQeGnZXbeFSqQIh9Vgk0laKk8jreBOrXu9if1uytXzqL+TIT+DAf8DJRghaRrI8mm9GtsdpKYWBKPoRhHfu3rv/YGOz9fDR4ydb7afPTk1RacYHrJCFPk+p4VIoPgABkp+XmtM8lfwsvfi4nJ9dcm1Eob5AXfJRTmdKZIJR8NKkfd097i12DolQMFmM/ZZBjUmmKbPTK2eJ+arBJpiUwjk+trtX4+Rt4g4bR+xs4jABvgD7SWfM9Rp98Sfo3E6LzCngekzyCmMieQZazOZAtS6+NfKk3Yn60Qr4NonXpIPWOJm0v5NpwaqcK2CSGjOMoxJGlmoQTHLXIpXhJWUXdMaHniqaczOyq7Ic7nplirNC+6UAr9S/E5bmxtR56p05hbm5OVuK/5sNK8jej6xQZQVcseagrJIYCrxsHk+F5gxk7QllWvi7Yjanvi/w/+M7iG+++DY5TfrxQX//817n6MO6jQ30Cr1BPRSjd+gIHaMTNEAM/Qy2gufBi+BXuB2+DF831jBYZ7bRPwi7vwGzULxc</latexit>

ŷµ $ yµ

Let’s consider feedforward architecture first
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<latexit sha1_base64="zaXFXmC5A4Moe6muRIAltQyoWIs=">AAAD13icdVNdb9MwFE0TPkb4WAePvFhUlVKpjZoy8fEwaWIgIZWhIdZ1qO4i13VTq3YSbAdWoogHEOKVv8YbP4L/gJNm69qNK0U6Pveee4+tm1HMqFTt9p+KaV27fuPmxi379p279zarW/ePZJQITHo4YpE4HiFJGA1JT1HFyHEsCOIjRvqj2V6e738iQtIoPFTzmAw5CkI6oRgpTflblb91OEUKzE8gT3YA5EhNBU+RCDgNM6d/0gUQjyMFoKQBR35XU2m35WWrdEE5ruvC5oI/S3SAFnRWi72c80ruNB/cyMOuw9Qpjs3CTQNmfpq78pq6cXM/s+tFFkAV2RdcA8jIRAkaTBUSIvq8YMsK+JIwhUriHOvZVL/fR3DVBUtHADbPOqUQIwbeaDtvX2U7UCbcz5s4XguO85bO0kypyW+zVO2/X5GtGQOtJW6cdOylbk/LWv/V+WkxKmtBFgWgKJsBSE5jAAPEOQLr9bOG7VdrbbddBLgMvBLUjDIO/OpvOI5wwkmoMENSDrx2rIZ6PxTFjGQ2TCSJEZ6hgAw0DBEncpgWe5mBumbGYBIJ/YUKFOxFRYq4lHM+0pX53sn1XE5elRskavJsmNIwThQJ8WLQJGFARSBfcjCmgmDF5hogLKj2CvAUCYSV/hUWj/A8jyfnV74Mjjqu99jdfrdd231RPseG8dB4ZDiGZzw1do3XxoHRM7B5aH4xv5nfrQ/WV+uH9XNRalZKzQNjJaxf/wAimDYQ</latexit>

- Energy = “0-1 loss”: number of errors on the training set (not differentiable)

Mean Square Error, …

Cross-entropy: “log-
likelihood”,  softmax

LNE =
X

µ

(1� �(ŷµ, yµ))
<latexit sha1_base64="EVroPaEmlVfHoyibAINqQDdJ/mc=">AAADQHicbZJNb9MwGMed8DbCyzo4crGoKqVSFzVlgnGYNPEiIRXQkGg7qe4ix3Vba3aS2Q5QRfloXPgI3Dhz4QBCXDlhp2GsbI8U6cnvefv7seOMM6W73S+Oe+nylavXNq57N27eur3Z2LozVGkuCR2QlKfyMMaKcpbQgWaa08NMUixiTkfx8VMbH72jUrE0eauXGZ0IPE/YjBGsDYq2nGELLbCGyyMk8j2IBNYLKQos54IlpT866kNEpqmGSLG5wFHfoKK/HZbruEJ+EASos+J/Az1oCnrryaFlYc0+2MFta14LFX7126nUtFEZFVZV2DGNO69Kr1VFIdKpd0Y1RJzOtGTzhcZSpu9XtM5AzyjXuAanvpnNzP5O4EUHrBVB1Kk7FYhgDl8aNa+fl3tI5SKyPfxwG01tR/+flrqk3Y4azW7QrQyed8LaaYLaDqLGZzRNSS5oognHSo3DbqYn5iI0I5yWHsoVzTA5xnM6Nm6CBVWTonoAJWwZMoWzVJov0bCiZysKLJRaithk2gtW/8csvCg2zvVsd1KwJMs1Tchq0CznUKfQviY4ZZISzZfGwUQyoxWSBZaYaPPmvGoJj609PD3yeWfYC8IHwc6bneb+k3odG+AeuA98EIJHYB+8AAdgAIjz0fnqfHd+uJ/cb+5P99cq1XXqmrtgzdzffwArFQQF</latexit>

- Surrogate differentiable losses

�µ $ (WK · �K(xµ)) yµ
<latexit sha1_base64="CZR/5F1qWaLCnHpb/mZyi+5aXgo=">AAAC5XicbVJLj9MwEHbCawmPLXDkYlFV6kolapbVAgekFXBAqpAWiW5XqruR4zqptXaStSdAFeXOhQMIceU/ceO/cMB5AIVlJEvffDOe+TzjKJfCwHj83XEvXLx0+crWVe/a9Rs3t3u3bh+ZrNCMT1kmM30cUcOlSPkUBEh+nGtOVST5LDp9Vsdnb7g2IktfwzrnC0WTVMSCUbBU2PsxICsKeH1CVPEEE0VhpVVJdaJEWg1nJxNMjEgUtbCc3A+qX67v+2TUOdgGdzdwgAlbZoDf1UV3avMGpBw27qjptEOqsKw7BiNbaPSy8gZNFBPIvA1FmEgegxbJCqjW2duW7TLIcy6BNsQfaFsLO5kz3GpvdLTKwsmwE4St8qZQ2OuP/XFj+DwIOtBHnR2GvW9kmbFC8RSYpMbMg3EOCzsuEEzyyiOF4TllpzThcwtTqrhZlM2WKjywzBLHmbYnBdywmzdKqoxZq8hm1msw/8Zq8n+xeQHxo0Up0rwAnrK2UVxIDBmuV46XQnMGcm0BZVpYrZitqKYM7MfwmiE8rm3/95PPg6NdP3jg773a6x887caxhe6ie2iIAvQQHaAX6BBNEXMi573z0fnkJu4H97P7pU11ne7OHfSXuV9/Agc84rs=</latexit>



The simplest non convex models: 

binary perceptron and negative stability  spherical perceptrons

Control parameter:

<latexit sha1_base64="w581HsszZER1UultGxyAOqMU61U=">AAACa3icbVFdixMxFM2MX2vV3a77oKgPwVLoQhlmFlkFKSz64pNUsNuFpjtk0rQNm2SG5EZawrz4E33zH/jifzDTnQfd9ZKQk3PPzU1OikoKC2n6M4rv3L13/8Hew86jx0/2D7qHT89t6QzjE1bK0lwU1HIpNJ+AAMkvKsOpKiSfFlcfm/z0GzdWlPorbCs+V3SlxVIwCoHKu9/7BKjLCZfykig3IsA34K1Y6XpArFO5F6OsvvQEhFxw/LnG09w36qGo8SYXTdHxaNssHeIHpKAGb5rdEO/IY1Jj8r4dvumQDZMkGY5HhMpqTcOJebeXJuku8G2QtaCH2hjn3R9kUTKnuAYmqbWzLK1g7qkBwSSvO8RZXlF2RVd8FqCmitu533lV435gFnhZmjA14B37d4WnytqtKoJSUVjbm7mG/F9u5mD5bu6Frhxwza4bLZ3EUOLGeLwQhjOQ2wAoMyLcFbM1NZRB+J5OMCG7+eTb4PwkyU6Tky9vemcfWjv20Ev0Gg1Qht6iM/QJjdEEMfQr2o+eRc+j3/FR/CJ+dS2No7bmCP0Tcf8Plga4OA==</latexit>

{(x̄µ, yµ)} µ = 1, ..., P = ↵NRandom Training set:
<latexit sha1_base64="z7S6O2/M9h1jbpYZ4txU5BBmpG0=">AAACIHicbZDLSgNBEEV7fL+NunTTGAQXEmbE10YQ3bhUMFHIhFDTqUkae3qG7ho1DPkVF36LCzcqWerX2IlZ+LrQcDlVRXXdKFPSku+/e2PjE5NT0zOzc/MLi0vLpZXVmk1zI7AqUpWa6wgsKqmxSpIUXmcGIYkUXkU3p4P61S0aK1N9Sd0MGwm0tYylAHKoWToMQWUdOApjA6IIyzzc5iHhPRUZEKHRttf7ge9QtsnBZqnsV/yh+F8TjEyZjXTeLPXDViryBDUJBdbWAz+jRgGGpFDYmwtzixmIG2hj3VkNCdpGMbywxzcdafE4Ne5p4kP6faKAxNpuErnOBKhjf9cG8L9aPaf4sFFIneWEWnwtinPFKeWDuHhLGhSkus6AMNL9lYsOuKxcNtZlEPy++K+p7VSC/crexW75+GSUxgxbZxtsiwXsgB2zM3bOqkywB/bEXtir9+g9e29e/6t1zBvNrLEf8j4+AZEOpCA=</latexit>

↵ =
#patterns

#weigts

<latexit sha1_base64="9IYKR1KEb7Cx+0m84JMDuK2n0wY=">AAACrnicdVHLatwwFJXdVzp9TdtlN6LDQBfG2KGPQBgI7aarkpbOJDByjay5HotItpCumwzGv9d9l/2baiZeNElzkeBwzn1I5xZGSYdJ8icI79y9d//B3sPRo8dPnj4bP3+xcE1rBcxFoxp7WnAHStYwR4kKTo0FrgsFJ8XZp61+8hOsk039HTcGMs3XtSyl4OipfPxryrgyFZ+x0nLRsQllEWUIF9gZjgi2dn1/hT4HuUZPjqYXufzBdDtjRtOUssMhgTLQHfUhYxmvYnousepp73UzTEn7br/fFWxPNCA5S6M4jqMvo82tbW/rlY8nSZzsgt4E6QAmZIjjfPybrRrRaqhRKO7cMk0MZh23KIWCfsRaB4aLM76GpYc11+Cybud3T6eeWdGysf7WSHfsvxUd185tdOEzNcfKXde25P+0ZYvlQdbJ2rQItbgcVLaKYkO3y6MraUGg2njAhZX+rVRU3NvgF+W8B+n1H98Ei/04fR+/+/p2cvRxcGOPvCKvyRuSkg/kiHwmx2RORBAF34JlwMIkXIRZmF+mhsFQ85JcibD6C+WKzXo=</latexit>

yµ = ±1 with p =
1

2

<latexit sha1_base64="O+zrukJqzRWpB6uCAMiqZ0X2j80=">AAACo3iclVHLbhMxFPUMj5bwCrBkY4gisYhGMxVQJBSpggVISChFTVspHiKPcyexanss+w5tNJov4ytY8jc46Sxoy4YrWzo65z7scwurpMc0/R3Ft27fubuze693/8HDR4/7T54e+6p2AqaiUpU7LbgHJQ1MUaKCU+uA60LBSXH2caOf/ADnZWWOcG0h13xpZCkFx0DN+z+HjCu74mNWOi4aNqBsRBnCBTaWI4Izvm2v0OcglxjI3sVcfme6HjOraUbZ+06nDHRzLnHV0jaQtuuctc1eu83anFGH5DgbJUky+tobrv+72bw/SJN0G/QmyDowIF1M5v1fbFGJWoNBobj3syy1mDfcoRQK2h6rPVguzvgSZgEarsHnzdbklg4Ds6Bl5cI1SLfs3xUN196vdREyNceVv65tyH9psxrLd3kjja0RjLgcVNaKYkU3G6ML6UCgWgfAhZPhrVSseLAhbMcHD7LrP74JjveS7G3y5vD14OBD58YueU5eklckI/vkgHwmEzIlInoRfYom0WE8jL/E3+Kjy9Q46mqekSsR538AYOXKrA==</latexit>

xµ
i = ±1 with p =

1

2
, i = 1, ..., N

Learning:
<latexit sha1_base64="LApjTX0vGwdjn8gy5EIi2W5rQNs=">AAADkniclVLbbtNAEN3YXIq5pcAbLyOiSEWKrLiCgkARgfLAA6qKIE2lbmptNut41fUF77hNZPmD+Bwe+RvWjiOaFh4YraXRmbNzzqxnmiqpsd//1bLsGzdv3d6649y9d//Bw/b2oyOd5BkXI56oJDueMi2UjMUIJSpxnGaCRVMlxtOz/ao+PheZlkn8DZepmERsHstAcoYG8rdbP7qUqTRkAxpkjBe0A7QHFMUCi5QhiizWZbkBXwg5RwM63YUvT2mUD2gagQf0bUMAKqLiQmJYQmnAtGntlcVuWbOq02syOfB6ruv2Dpzu8r+bOV0aJBlTylmRAxnP1hJjX/7ponMeAoYMjeu1g+o0kjXnq5zH5Q7VeeQXxlV5elD3aIZ8Dhu0MVA+SxBgUdcu92wsgSlUBj8KhazqYCb5nsvzlSb8S4fCYM3owVplUQF+u9N3+3XA9cRrkg5p4tBv/6SzhOeRiJErpvWJ109xUrAMJVeidGiuRcr4GZuLE5PGLBJ6UtQ7VULXIDMwo5gvRqjRyzcKFmm9jKaGGTEM9dVaBf6tdpJj8HpSyDjNUcR8JRTkCjCBakFhJjPBUS1NwngmjVfgITP/3OyiNm/gXZ34enK063p77ssvLzrDD81rbJGn5BnZIR55RYbkEzkkI8KttrVnvbOG9hP7jf3e3l9RrVZz5zHZCPvzb9zPGqg=</latexit>

find Wi such that

<latexit sha1_base64="+GI8eztK5k06Ttn/b3BBgpaY0vo=">AAADh3iclVLLbtNAFJ3YFFrzSsuSzRVRpCIiE1dtqVRFKo8Fq6oI0lTKpNZkMo5HHT/wXLeJLP8K/8SSv2HiOEBaWHA1ls6ce+5rfMepkhq73R8Ny763cf/B5pbz8NHjJ0+b2zvnOskzLvo8UUl2MWZaKBmLPkpU4iLNBIvGSgzGV+8X/sG1yLRM4i84T8UoYtNYBpIzNJS/3fjWpkylIevRIGO8oC2gHaAoZlikDFFksS7LNfpGyCka0mnPfHlJo7xH0wg8oMe1AKiIihuJYQmlIdM6tVcWe2WlWpxOjWTP67iu2zl12vP/Tua0aZBkTCkDKnUg48mqxsCXv9PonIeAIcPyV52K/yyncblLdR75hWmlvDyt4urJXsKabACUTxIEmC2dq1mqs2wEjAMc+kEoZAuRaf9rLq9hvrz8ow6F3krRgVWVqojfbHXdbmVwF3g1aJHazvzmdzpJeB6JGLliWg+9boqjgmUouRKlQ3MtUsav2FQMDYxZJPSoqBaphLZhJmAmMV+MULF/RhQs0noejY0yYhjq274F+TffMMfgaFTIOM1RxHxZKMgVYAKLrYSJzARHNTeA8UyaXoGHzPxos4DavIF3e+K74HzP9Q7dg0/7rZN39WtskufkBdklHnlDTshHckb6hFsb1itr3zqwt+zX9qF9tJRajTrmGVkz++1PCHEXvA==</latexit>

�µ ⌘ yµ
NX

i=1

Wix
µ
i = yµ W · xµ (stability, margin)

<latexit sha1_base64="j2WO8vAfmVtLD3OU8h8CWOYgaLs=">AAAENXiclVPLbtNAFHVtHsW8UliyuSIKKiJYdsRLQkEVsGCBqvJIUymTWuPJOB51/MAzbhNZ/ioWfAfLLtgAYssvMHachKSAxMiWrs89c8+51zNewpmQtn26oRvnzl+4uHnJvHzl6rXrja0b+yLOUkJ7JOZxeuBhQTmLaE8yyelBklIcepz2vaMXZb5/TFPB4ui9nCZ0GOJxxHxGsFSQu6W/biHMkwB3kZ9ikqMmoDYgSScyT7CUNI1EUazAJ5SNpQLN1sRlhyjMuigJwQH0tCYAomF+wmRQQKHApC7tFHmnqFjl064j1nXalmW1d83W9L+LmS3kxynmXAUV22fRaK7Rd9myjMhIADLAsljoVPg7No6KbSSy0M2VleJwt9pXd3YXVmh9QGQUS4DJLDnvpXpmRkAlSlsvKZe4ZCn/HzJ2DNPZx1+EEHTnjDbMZSoV01l1uii8kK+ycboY7VL6GdirXkoA/mG7GhmLAOX3nfY9BxVLSDGwDDwvf6vA9TYOO131/9Adt9G0LbtacDZw6qCp1WvPbXxGo5hkIY0k4ViIgWMncpjjVDLCaWGiTNAEkyM8pgMVRjikYphXx76AlkJGoBpQbyShQn/fkeNQiGnoKWbpXaznSvBPuUEm/SfDnEVJJmlEZkJ+xkHGUN4hGLGUEsmnKsAkZcorkACrY6mui1AzcNY7PhvsdyznkfXwzYPmzvN6GpvaLe22tq052mNtR3ul7Wk9jegf9VP9q/7N+GR8Mb4bP2ZUfaPec1NbWcbPXz4bUy8=</latexit>

1 = Sign(�µ) or �µ > 0

with

<latexit sha1_base64="way+1tx21Evjw1hc9aCAEVs3vwI=">AAAENniclVPLbtNAFHUdHsU8msKSzRWRUSuCZUe8JBRUAQs2VOWRplImjcaTcTLq+IFn3Cay5q9Y8BssYcEGEFs+gbHjNCSlC0a2dH3umXvOvZ7xE86EdN0va2btwsVLl9evWFevXb+xUd+8uS/iLCW0Q2Iepwc+FpSziHYkk5weJCnFoc9p1z96UeS7xzQVLI7ey2lC+yEeRSxgBEsNDTbN1zbCPBnjNgpSTHLUANQEJOlE5gmWkqaRUGoJPqFsJDVo2ZMBO0Rh1kZJCB6gpxUBEA3zEybHCpQGk6q0p/KWKlnF06wi1vaajuM0dy17+t/FLBsFcYo510HJDlg0nGt0B2xRRmRkDHKMpbIqmRJ+x0aR2kIiCwe5dqIOd8ttVWPbsETrAiLDWAJMZkl73kv5zIyAzhS2XlIucUHT/j9k7Bims49zlBC054wmzHVKGcv2lr2eVt6eK5fZOD2d7UL7GbjLZgoA4Hzf5cxYBCi/7zXveUgtIM3Acuz7+VsNrvZx2GrrH4juDuoN13HLBWcDrwoaRrX2BvXPaBiTLKSRJBwL0fPcRPZznEpGOFUWygRNMDnCI9rTYYRDKvp5ee4V2BoZgm5Av5GEEv17R45DIaahr5mFd7GaK8B/5XqZDJ70cxYlmaQRmQkFGQcZQ3GJYMhSSiSf6gCTlGmvQMZYn0t9X4Segbfa8dlgv+V4j5yHbx40dp5X01g3bht3jC3DMx4bO8YrY8/oGMT8aH41v5s/ap9q32o/a79mVHOt2nPLWFq1338AVE1TXg==</latexit>

yµ = Sign(
NX

i=1

Wix
µ
i ) = Sign(W · xµ)

<latexit sha1_base64="r+B7kFf+aMIUhfAqE8noovQPa+A=">AAAEOHiclVPLbtNAFHUdHsU8msKSzRWRUSuMZUe8JBRUAQtWpTzSVMok0XgySUYdP/CM20SWf4sFf8ESiQUbQGz5AsaOk9QpLBjZ0vW5Z+4593rGizgT0nG+bOi1CxcvXd68Yly9dv3GVn375qEIk5jQNgl5GB95WFDOAtqWTHJ6FMUU+x6nHe/4RZ7vnNBYsDB4L2cR7fl4HLARI1gqaLCtvzYR5tEEt9AoxiRFDUAWIEmnMo2wlDQORJZV4FPKxlKBhjkdsD7ykxaKfHABPS0JgKifnjI5ySBTYFSWdrO0mRWs/LHKiLVcy7Zta98wZ/9dzDDRKIwx5yoo2CMWDBcanQFblREJmYCcYJktdQr8HRsH2Q4SiT9IlZWsv1/sKzvbhQqtA4gMQwkwnSfNRTP5Y5RWQKVyYy8plzjnqQ4+JOwEZvOPf0ghaC0YFiyECh3DdKtml5V3F+pFNoyX011pPwOnaiYHAM4ar/oupsYCQOl917rnomwFKQaWE89L3ypwvY9+s6V+Ibo7qDcc2ykWnA/cMmho5ToY1D+jYUgSnwaScCxE13Ui2UtxLBnhNDNQImiEyTEe064KA+xT0UuLk5+BqZAhqAbUG0go0LM7UuwLMfM9xcy9i/VcDv4t103k6EkvZUGUSBqQudAo4SBDyK8RDFlMieQzFWASM+UVyASrk6lujFAzcNc7Ph8cNm33kf3wzYPG3vNyGpvabe2OtqO52mNtT3ulHWhtjegf9a/6d/1H7VPtW+1n7decqm+Ue25plVX7/Qfol1Oh</latexit>

8µ



Binary perception:
<latexit sha1_base64="DxbmlFXww57+jGE4Au8FPeAnjd4=">AAADxXiclVLbbtNAEHVsLiXcUnjkZUQUqQhj2RU3CQVVFAmeqiJIU6mbWpvNJl511zbecZrIsvhGHpH4GNaOA6SlD6zW0vGZM3NmVjNOpdDo+z9atnPt+o2bW7fat+/cvXe/s/3gSCd5xviAJTLJjsdUcyliPkCBkh+nGadqLPlwfLZfxYdznmmRxF9wmfKRorNYTAWjaKhwu/WzR6hMI9on04yygnSBuECQL7BIKSLPYl2WG/Q5FzM0ZLu3CMUpUXmfpAoCIG8aARCuinOBUQmlIdOmdFAWu2Wtqq7bINEPXM/z3IN2b/nfxdo9Mk0yKqUBtXoq4snaYxiKP2V0ziLAiGL526fmP4tZXO4QnauwMK2Upwd1XjPZE9iQDYGwSYIAi1VwPUt9V42ACVRtvecSaaUy/X/NxRyWq58rjAj01woX1ja1y0att+ADXG1bTyxiIMWzwH0akDLsdH3Prw9cBkEDulZzDsPOdzJJWK54jExSrU8CP8VRQTMUTPKyTXLNU8rO6IyfGBhTxfWoqNewhJ5hJmAaMl+MULN/ZxRUab1UY6NUFCN9MVaR/4qd5Dh9PSpEnObIY7YymuYSMIFqp2EiMs5QLg2gLBOmV2ARNWti1lebNwguTnwZHO16wUvvxafn3b13zWtsWY+sx9aOFVivrD3ro3VoDSxm79vCzmztfHCUg858JbVbTc5Da+M4334BpIUr1A==</latexit>

Wi 2 {�1,+1}

minimal non convex models

With  (negative) margin:
<latexit sha1_base64="Tu4v7KT/ilZy77SOg87v/mmeHSk=">AAAD2niclVLLbtNAFHVsHsU8msKSzRVRpCJMZFe8JBRUAQtWVXmkiZRJrfFkHI86fuAZt4msYcEGEFt+jCWfwR8wdhwgLSAxGkvH5557z72jG2ScCem631qmde78hYsbl+zLV65e22xvXT8QaZETOiApT/NRgAXlLKEDySSnoyynOA44HQZHz6r48JjmgqXJG7nI6CTGs4SFjGCpKX+r9b2LMM8i3EdhjkmJOoAcQJLOZZlhKWmeCKXW6BPKZlKTdnfus0MUF32UxeABetwIANG4PGEyUqA0mTWlPVXuqFpVXadBrO85vV7P2bO7i/8uZndRmOaYcw1qdciS6cpj6LNfZURBIpARluqnT82/ZrNEbSNRxH6pW1GHe3VeM9ltWJMNAZFpKgHmy+BqlvouGwEdqNp6TrnElUr3/7Zgx7BY/vzFCEF/pXBgZVO7rNV6Ai7AP2zrkVkCqLzrOXc8pOwVowVYRkFQvlJ+u+P23PrAWeA1oGM0Z99vf0XTlBQxTSThWIix52ZyUuJcMsKpslEhaIbJEZ7RsYYJjqmYlPVuKuhqZgq6S/0lEmr294wSx0Is4kArqw7F6VhF/ik2LmT4aFKyJCskTcjSKCw4yBSqRYcpyymRfKEBJjnTvQKJsN4dvdNCv4F3euKz4GCn5z3o3X95r7P7tHmNDeOmccvYNjzjobFrvDD2jYFBzJH5zvxgfrSQ9d76ZH1eSs1Wk3PDWDvWlx+8GDOb</latexit>

Wi 2 R
<latexit sha1_base64="Rf1PqzbSL5DYjXD+I2bPw20HIrc=">AAAD8HiclVJNb9NAEHVtoCV8pXDkMiKKVISJ7IgvCQVVwIFTVD7SVMom1nqzjlddr4133Say/C84cAHElX/DkX/D2nEoSQGJ1Voav3kz781q/IQzqRznx5ZpXbh4aXvncuPK1WvXbzR3bx7KOEsJHZCYx+mRjyXlTNCBYorToySlOPI5HfrHL8r88ISmksXinVokdBzhmWABI1hpyNs1t9sI8yTEPRSkmOSoBcgGpOhc5QlWiqZCFsUafErZTGmw0Z57bIKirIeSCFxAT2sCIBrlp0yFBRQaTOrWbpF3i4pVXruOWM+1O52O3W+0F//drNFGQZxiznVQsQMmpiuNocfO2siMhKBCrIpfOhX+ls1EsYdkFnm5tlJM+lVdPdldWKMNAZFprADmy+RqluoujYBOlLZeUq5wydL+32fsBBbLn78IIeitGDasZCqVtV7PwAH4h2w1MhOA8vuufc9FxRmkGViFvp+/KRqbLibdXt9rtpyOUx04H7h10DLqc+A1v6NpTLKICkU4lnLkOoka5zhVjHCqRTJJE0yO8YyOdChwROU4rza2gLZGpqC9608oqNDfK3IcSbmIfM0sbcvNXAn+KTfKVPBknDORZIoKshQKMg4qhnL9YcpSShRf6ACTlGmvQEKsN0pvutRv4G5OfD447HbcR52Hrx+09p/Xr7Fj3DbuGHuGazw29o1XxoExMIgpzA/mJ/OzlVofrS/W1yXV3Kprbhlrx/r2E+ygOow=</latexit>

NX

i=1

W 2
i = N

<latexit sha1_base64="QkKxkCazNa0Bu8rZR/dKTCdaZqY=">AAAD9HiclVPLbtNAFHVtHsUFmsKSzRVRUBHGsiNeEgqqgAWrqDzSVMok0XgyjkcdP/CM00SW/4MFG0Bs+ReW/A1jx6EkBSRGY+n43DP3nGuNvYQzIR3nx5ZuXLh46fL2FXPn6rXru429G0cizlJCeyTmcXrsYUE5i2hPMsnpcZJSHHqc9r2TF2W9P6OpYHH0Ti4SOgzxNGI+I1gqaryn77QQ5kmAO8hPMclRE5AFSNK5zBMsJU0jURRr9CllU6lIszUfsxEKsw5KQnABPa0FgGiYnzIZFFAoMqlbu0XeLipVua0asY5r2bZtdc3W4r+bmS3kxynmXIFK7bNosvLoj9lZG5GRAGSAZfHLp+LfsmlU7CORheNcRSlG3epcPdldWJP1AZFJLAHmy+Jqlmovg4AqlLFeUi5xqVL532dsBovly1+MEHRWCgtWNpXLWq9n4AD8w7YamUWA8vuudc9FxRmlFFgGnpe/UeRmjFG70zXRnXGj6dhOteA8cGvQ1Op1OG58R5OYZCGNJOFYiIHrJHKY41QywmlhokzQBJMTPKUDBSMcUjHMq1tbQEsxE1D51RNJqNjfT+Q4FGIRekpZRhebtZL8U22QSf/JMGdRkkkakaWRn3GQMZS/AExYSonkCwUwSZnKCiTA6lap2y7UN3A3Jz4Pjtq2+8h++PpB8+B5/TW2tVvabW1fc7XH2oH2SjvUehrRU/2D/kn/bMyMj8YX4+tSqm/VZ25qa8v49hNHfDtl</latexit>

&

<latexit sha1_base64="/3ntSrCLIyO+2NQ7M5Va5fzDD7Q=">AAAEOniclVPLbtNAFHUdHsU8msKSzRVRUCtcy454SShVBSxYVS2QplImicaTcTLK+IFn3Cay/F8s+AmWbFiwAcSWD2DsOEmTwoLRWLpz7pl7zh3PuBFnQtr2lw29cuXqteubN4ybt27f2apu3z0RYRIT2iIhD+NTFwvKWUBbkklOT6OYYt/ltO2OX+X59hmNBQuD93Ia0a6PhwHzGMFSQf1t/biOMI9GuIm8GJMU1QCZgCSdyDTCUtI4EFm2Ap9TNpQKNOqTPushP2miyAcH0IuSAIj66TmTowwyBUZlaSdLG1nByqdZRqzpmJZlmYdGffrfxYw68sIYc66Cgu2xYDDXaPfZsoxIyAjkCMtsoVPg79gwyHaQSPx+qqxkvcNiX9nZLqzQ2oDIIJQAk1myPm8mnwsvoHL56jXlEudE1cKHhJ3BdLb4hxaC5pxhwlypEDKcVbOLwnvj3bl+kQ/jxfkuxfdhvOpmH2wAuGh91XhxbiwAlO455iMHZUtIMbAcuW76VoHrjfQaTfUT0cN+tWZbdjHgcuCUQU0rx1G/+hkNQpL4NJCEYyE6jh3JbopjyQinmYESQSNMxnhIOyoMsE9FNy3ufgZ1hQxANaC+QEKBXtyRYl+Iqe8qZu5drOdy8G+5TiK9592UBVEiaUBmQl7CQYaQPyQYsJgSyacqwCRmyiuQEVZ3U70Zoc7AWe/4cnDSsJyn1pPjx7WDl+VpbGr3tQfajuZoz7QD7Y12pLU0on/Uv+rf9R+VT5VvlZ+VXzOqvlHuuaetjMrvPwV/VIg=</latexit>

1 = Sign(�µ � k) or �µ > k

<latexit sha1_base64="5CEqGpKkuMKx5pusxzt/KHSbkDw=">AAAEP3iclVPLbtNAFHVtHsW8UliyuSIyakUa2REvCbmqgAWrqjySVMok0XgySUYZP/CM20SWP40Fn8CSNQs2gNiyY+w4SZPCgtFYOj73zL3nXnu8iDMhbfvLlm5cunzl6vY18/qNm7duV3butESYxIQ2ScjD+MTDgnIW0KZkktOTKKbY9zhte5OXebx9SmPBwuC9nEW06+NRwIaMYKmo/o7eshDm0Ri7aBhjkqIqoBogSacyjbCUNA5Elq3RZ5SNpCJNa9pnPeQnLop8cAA9LwWAqJ+eMTnOIFNkVKZ2srSRFap810rEXKdWr9drR6Y1++9kpoWGYYw5V6BQD1kwWNRo99kqjUjIGOQYy2xZp+DfsVGQ7SKR+P1UWcl6R8W5srM9WJO1AZFBKAGm86C1aCbfSy+gYvnbK8olzoWqhQ8JO4XZ/OUftRC4C0UNFpWKQqblrLtdZt6f7C0MFPEwXg54Vf0AJut2DsAGgPPe150Xg2MBoHTfqT10ULailALLseelbxW52Umv4aqviB6YE9fuV6p23S4WXAROCapauY77lc9oEJLEp4EkHAvRcexIdlMcS0Y4zUyUCBphMsEj2lEwwD4V3bS4ABlYihmAakI9gYSCPX8ixb4QM99Tyty/2Izl5N9inUQOn3VTFkSJpAGZFxomHGQI+W2CAYspkXymACYxU16BjLH6QdXFEWoGzmbHF0GrUXee1B+/eVQ9fFFOY1u7p93XdjVHe6odaq+1Y62pEf2j/lX/rv8wPhnfjJ/Gr7lU3yrP3NXWlvH7DxUYVcE=</latexit>

k = 0
<latexit sha1_base64="Gi7/EgEAW3uZFEh4EAyzlOx2+YE=">AAAEP3iclVPLbtNAFHUdHsW8UliyuSIyaoUb2REvCSWqgAWrqjySVMqk0XgySUYZP/CM20SWP40Fn8CSNQs2gNiyY+w4SZ3CgtFYOj73zL3nXnvckDMhbfvLll65dPnK1e1rxvUbN2/dru7c6Yggjghtk4AH0bGLBeXMp23JJKfHYUSx53Ladacvs3j3lEaCBf57OQ9p38Njn40YwVJRgx29YyLMwwluolGESYJqgCxAks5kEmIpaeSLNC3RZ5SNpSINczZgJ8iLmyj0wAH0vBAAol5yxuQkhVSRYZHaSZNGmquybRWINR2rXq9bh4Y5/+9kholGQYQ5VyBXj5g/XNboDtg6jYjJBOQEy3RVJ+ffsbGf7iIRe4NEWUlPDvNzRWd7UJJ1AZFhIAFmi6C5bCbbKy+gYtnbK8olzoSqhQ8xO4X54uUftRA0lwoLlpXyQobplN2uMu9P95YG8ngQrQa8rt6CadlOC2wAOO+97DwfHPMBJfuO9dBB6ZpSCiwnrpu8VeRmJyeNpvqK6IExbdmDas2u2/mCi8ApQE0r1tGg+hkNAxJ71JeEYyF6jh3KfoIjyQinqYFiQUNMpnhMewr62KOin+QXIAVTMUNQTajHl5Cz508k2BNi7rlKmfkXm7GM/FusF8vRs37C/DCW1CeLQqOYgwwgu00wZBElks8VwCRiyiuQCVY/qLo4Qs3A2ez4Iug06s6T+uM3j2oHL4ppbGv3tPvaruZoT7UD7bV2pLU1on/Uv+rf9R+VT5VvlZ+VXwupvlWcuauVVuX3HxacVcI=</latexit>

k > 0

<latexit sha1_base64="mZHcVPY8qwW46HlHC78O0sm3fAQ=">AAAETniclVPLbtNAFHWdAsG8UliyuSIyaoUTxREvCaWqgAWrqjzSVMok0XgySUYZP/CM20Su/5AFLPkNFmwAwdhxkjqFBaOxdH3umXvOvfY4AWdCNhpft/TS9pWr18rXjRs3b92+U9m5eyz8KCS0TXzuhycOFpQzj7Ylk5yeBCHFrsNpx5m+SvOdUxoK5nsf5DygPRePPTZiBEsFDXZ0aiLMgwluoVGISYyqgCxAks5kHGApaeiJJCnAZ5SNpQINczZgfeRGLRS4YAN6kRMAUTc+Y3KSQKLAIC9tJ3EzyVjptvKItWyrXq9bh4Y5/+9iholGfog5V0HGHjFvuNToDNi6jIjIBOQEy2Slk+Hv2dhLdpGI3EGsrCT9w+xc3tkeFGgdQGToS4DZImkum0n3yguoXPr2mnKJU6Jq4WPETmG+ePmHFoLWkmHBUikTMky76HZVuTbdWxrI8n64GvBafR+mRTv70ACAi96LzrPBMQ9QXLOtRzZK1pBiYDlxnPidAjc76Tdb6iuih8bKvZKqwfn0HAaVaqPeyBZcDuw8qGr5OhpUvqChTyKXepJwLETXbgSyF+NQMsJpYqBI0ACTKR7Trgo97FLRi7P7kICpkCGontTjScjQiydi7Aoxdx3FTNsRm7kU/FuuG8nR817MvCCS1CMLoVHEQfqQXi4YspASyecqwCRkyiuQCVb/q7pHQs3A3uz4cnDcrNtP60/ePq4evMynUdbuaw+0Xc3WnmkH2hvtSGtrRP+kf9N/6D9Ln0vfS79KvxdUfSs/c08rrO3yH/xGWeM=</latexit>

W · x > �|k|

<latexit sha1_base64="vb8vloEEvy7dY+0d0nZBRU2QOO8=">AAAEVXiclVPLbtNAFHWdUIp5NIUlmysio1akURzxklCqCliwqsojTaVMEo0n43iU8QPPuE3k+iMRC8SnsEBi7NhJk8KC0Vi6PvfMPedee+yQMyFbrZ9beqV6a/v2zh3j7r37D3Zrew/PRBBHhHZJwIPo3MaCcubTrmSS0/MwotizOe3Z03dZvndBI8EC/4uch3Tg4YnPHEawVNBoT+cmwjx0cQc5ESYJqgNqAJJ0JpMQS0kjX6TpGnxJ2UQq0DBnIzZEXtxBoQcWoDcFARD1kksm3RRSBYZFaStN2mnOynajiFjHajSbzcaJYc7/u5hhIieIMOcqyNkO88elRm/EVmVETFyQLpbpUifHP7OJn+4jEXujRFlJhyf5uaKzA1ij9QCRcSABZoukWTaT7aUXULns7T3lEmdE1cLXmF3AfPHyDy0EnZLRgFIpFzJMa93tsvLh9KA0kOeDaDnglfoRTNftHEELAK57X3eeD475gJJDq/HMQukKUgwsXdtOPilws5Nhu6O+Inqq6KV9pXUIV9MrMLKRW6NavdVs5QtuBlYR1LVinY5q39A4ILFHfUk4FqJvtUI5SHAkGeE0NVAsaIjJFE9oX4U+9qgYJPm1SMFUyBhUa+rxJeTo9RMJ9oSYe7ZiZl2JzVwG/i3Xj6XzepAwP4wl9clCyIk5yACyOwZjFlEi+VwFmERMeQXiYvXbqusk1AyszY5vBmftpvWy+eLj8/rx22IaO9pj7Ym2r1naK+1Y+6Cdal2N6N/1XxW9Uqn8qPyuVqvbC6q+VZx5pK2t6u4f0zZYCA==</latexit>

µ = 1

<latexit sha1_base64="IDbV80paIvJ18sxjf/A4dzoCtJw=">AAAEVXiclVPLTttAFDVJCtR9AO2ym6tGrkANlm0eoaqCUNtFV4g+IEhMEo0nk2SU8aOeMSQy/siqi6qf0kWljh07EFQWHY2l63PP3HPutccNORPSsn4tVaq1B8srqw/1R4+fPF1b33h2JoI4IvSUBDyIzl0sKGc+PZVMcnoeRhR7Lqdtd/w+y7cvaSRY4H+V05B2PDz02YARLBXU26hwA2EejnALDSJMElQH1AAk6UQmIZaSRr5I0wX4irKhVKBuTHqsi7y4hUIPbEBvCwIg6iVXTI5SSBUYFqXtNHHSnJXtRhGxlt0wTbNxrBvT/y6mG2gQRJhzFeTsAfP7pUa7x27KiJiMQI6wTOc6Of6FDf10E4nY6yXKSto9zs8VnW3BAq0NiPQDCTCZJY2ymWzPvYDKZW8fKJc4I6oWvsXsEqazl3u0ELRKRgNKpVxIN+xFt/PK2+Ot0kCeD6L5gG/UD2G8aOcQLAC47X3ReT445gNKtu3GaxulN5BiYDly3eSzAu920nVa6iuiV4pe2lda23A9vgY9G7nTW69b5puDfWfPAcu0rKazs58FTnPX2QFbIdmqa8U66a1/R/2AxB71JeFYiAvbCmUnwZFkhNNUR7GgISZjPKQXKvSxR0Unya9FCoZC+qBaU48vIUdvn0iwJ8TUcxUz60rczWXgv3IXsRwcdBLmh7GkPpkJDWIOMoDsjkGfRZRIPlUBJhFTXoGMsPpt1XUSagZlo3B/cOaY9r6592m3fvSumMaq9kJ7qW1qttbUjrSP2ol2qpHKj8rvaqVarf6s/qnVasszamWpOPNcW1i1tb83bVhN</latexit>

µ = 2

<latexit sha1_base64="IDbV80paIvJ18sxjf/A4dzoCtJw=">AAAEVXiclVPLTttAFDVJCtR9AO2ym6tGrkANlm0eoaqCUNtFV4g+IEhMEo0nk2SU8aOeMSQy/siqi6qf0kWljh07EFQWHY2l63PP3HPutccNORPSsn4tVaq1B8srqw/1R4+fPF1b33h2JoI4IvSUBDyIzl0sKGc+PZVMcnoeRhR7Lqdtd/w+y7cvaSRY4H+V05B2PDz02YARLBXU26hwA2EejnALDSJMElQH1AAk6UQmIZaSRr5I0wX4irKhVKBuTHqsi7y4hUIPbEBvCwIg6iVXTI5SSBUYFqXtNHHSnJXtRhGxlt0wTbNxrBvT/y6mG2gQRJhzFeTsAfP7pUa7x27KiJiMQI6wTOc6Of6FDf10E4nY6yXKSto9zs8VnW3BAq0NiPQDCTCZJY2ymWzPvYDKZW8fKJc4I6oWvsXsEqazl3u0ELRKRgNKpVxIN+xFt/PK2+Ot0kCeD6L5gG/UD2G8aOcQLAC47X3ReT445gNKtu3GaxulN5BiYDly3eSzAu920nVa6iuiV4pe2lda23A9vgY9G7nTW69b5puDfWfPAcu0rKazs58FTnPX2QFbIdmqa8U66a1/R/2AxB71JeFYiAvbCmUnwZFkhNNUR7GgISZjPKQXKvSxR0Unya9FCoZC+qBaU48vIUdvn0iwJ8TUcxUz60rczWXgv3IXsRwcdBLmh7GkPpkJDWIOMoDsjkGfRZRIPlUBJhFTXoGMsPpt1XUSagZlo3B/cOaY9r6592m3fvSumMaq9kJ7qW1qttbUjrSP2ol2qpHKj8rvaqVarf6s/qnVasszamWpOPNcW1i1tb83bVhN</latexit>

µ = 2
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same picture also holds for complex architectures trained
on real-world benchmarks.

In a more general sense, these findings highlight the in-
adequacy of a standard equilibrium analysis when used to
describe the practically relevant properties of a prototypi-
cal complex system. There’s no reason to believe that this
scenario is specific to this particular family of problems;
our work could provide a general methodology to detect,
analyze and exploit this kind of occurrences. [Also, to
bring world peace.]

The model.—The single layer binary neural network
(perceptron) maps vectors of N inputs ⇠ 2 {�1, 1}N to
binary outputs as ⌧ (W, ⇠) = sign (W · ⇠), where W 2
{�1, 1}N is the vector of synaptic weights. Given ↵N

input patterns ⇠
µ with µ 2 {1, . . . ,↵N} and their cor-

responding desired outputs �
µ 2 {�1, 1}↵N , and defin-

ing X⇠ (W ) =
Q↵N

µ=1 ⇥ (�µ
⌧ (W, ⇠

µ)), where ⇥ (x) is the
Heaviside step function, the learning problem is that of
finding W such that ⌧ (W, ⇠

µ) = �
µ for all µ, i.e. such

that X⇠ (W ) = 1. The entries ⇠
µ
i are random unbiased

i.i.d. variables. There are two main scenarios of inter-
est for the distribution of the desired outputs �

µ: 1)
the classification (or storage) case, in which they are
i.i.d. random variables, and 2) the generalization (or
teacher-student) scenario, in which they are provided by
a “teacher” device, i.e. another perceptron with synap-
tic weights W

T . In the classification scenario, the typi-
cal problem is solvable with probability 1 in the limit of
large N up to ↵c = 0.833 [5], after which the probability
of finding a solution drops to zero. ↵c is called the ca-
pacity ; we also use this term for the maximum value of
↵ for which a solution can be found by a specific algo-
rithm. In the teacher-student scenario, the problem has
multiple solutions up to ↵TS = 1.245, after which there
is a first-order transition and only one solution is possi-
ble: the teacher itself [2, 6]. One additional quantity of
interest in this scenario is the generalization error rate
pe =

1
⇡ arccos

�
1
NW ·WT

�
, which is the probability that

⌧ (W, ⇠
?) = ⌧

�
W

T
, ⇠

?
�

when ⇠
? is a previously unseen

input.
Simplified algorithms.—Only a handful of algorithms

are currently believed to be able to solve the classification
problem and achieve a non-zero capacity in the limit of
large N in a sub-exponential running time; they are all,
to some extent, heuristic, and only numerical evidence
(although with N as large as 106) is available to support
the claims. The first such algorithm is a modified version
of Belief Propagation (BP), a message passing algorithm
which differs from standard BP by an additional “rein-
forcement” term, which can reach a capacity of at least
↵ ' 0.74 [11]. Two more algorithms, called SBPI [12]
and CP+R [13], were derived as crude simplifications of
the reinforced BP scheme: compared to the latter, they
have drastically reduced requirements (only employing
finite discrete quantities and simple, local and on-line

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 0.005 0.01 0.015 0.02 0.025

en
tro

py
 !

distance from reference solution W

Franz-Parisi potential
0 0.5 1 1.5 2 2.5 3

0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4

typical W
algorithmic W [RW]
algorithmic W [BP]

optimal W
upper bound

Figure 1. (Color online) Numerical evidence of the ex-
istence of clusters of solutions. Entropy at a given dis-
tance from a reference solution W̃ , in the classification case
at ↵ = 0.4. From bottom to top: (magenta) theoretical pre-
diction for a typical W̃ ; (blue) numerical estimate based on a
random walks on connected solutions starting from one pro-
vided by SBPI, with N = 1001; (red) estimate from Belief
Propagation using a solution from SBPI, with N = 10001;
(green) theoretical curve for the optimal W̃ ? as computed
from eq. (3); (dotted black) upper bound (↵ = 0 case, all
configurations are solutions). The random-walk points un-
derestimate the number of solutions since they only consider
connected clusters; the BP curve is lower than the optimal
because in the latter W̃ is optimized as a function of the
distance, while in the former it is fixed. Inset : comparison
between a typical solution and one found with SBPI, in the
teacher-student case at ↵ = 0.5 with N = 1001. Larger po-
tentials correspond to smaller distances. Top points (red):
SBPI reference solution, entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as ref-
erence.

update schemes), making them appealing for practical
implementations, at the cost of achieving a slightly lower
capacity (↵ ' 0.69). Yet another algorithm, based on a
Max-Sum scheme, can be shown to have similar charac-
teristics [14]. All these algorithms have typical solving
times which scale almost linearly with the size of the
input. A qualitatively similar scenario holds in the gen-
eralization case, where all these algorithms fail to find
any solution in a finite window starting at a value of ↵
between 1 and 1.1, and ending at ↵TS or beyond.

Two issues arise from these results: 1) the failure of
the reinforced BP algorithm to reach the maximal ca-
pacity of ↵c ' 0.833 patterns, and 2) the effectiveness of
the utterly-simplified algorithms SBPI and CP+R, which
strikingly contrasts the picture provided by standard sta-
tistical analyses.

We investigated these issues through numerical exper-
iments, and found evidence that, in fact, the solutions
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tance from a reference solution W̃ , in the classification case
at ↵ = 0.4. From bottom to top: (magenta) theoretical pre-
diction for a typical W̃ ; (blue) numerical estimate based on a
random walks on connected solutions starting from one pro-
vided by SBPI, with N = 1001; (red) estimate from Belief
Propagation using a solution from SBPI, with N = 10001;
(green) theoretical curve for the optimal W̃ ? as computed
from eq. (3); (dotted black) upper bound (↵ = 0 case, all
configurations are solutions). The random-walk points un-
derestimate the number of solutions since they only consider
connected clusters; the BP curve is lower than the optimal
because in the latter W̃ is optimized as a function of the
distance, while in the former it is fixed. Inset : comparison
between a typical solution and one found with SBPI, in the
teacher-student case at ↵ = 0.5 with N = 1001. Larger po-
tentials correspond to smaller distances. Top points (red):
SBPI reference solution, entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as ref-
erence.

update schemes), making them appealing for practical
implementations, at the cost of achieving a slightly lower
capacity (↵ ' 0.69). Yet another algorithm, based on a
Max-Sum scheme, can be shown to have similar charac-
teristics [14]. All these algorithms have typical solving
times which scale almost linearly with the size of the
input. A qualitatively similar scenario holds in the gen-
eralization case, where all these algorithms fail to find
any solution in a finite window starting at a value of ↵
between 1 and 1.1, and ending at ↵TS or beyond.

Two issues arise from these results: 1) the failure of
the reinforced BP algorithm to reach the maximal ca-
pacity of ↵c ' 0.833 patterns, and 2) the effectiveness of
the utterly-simplified algorithms SBPI and CP+R, which
strikingly contrasts the picture provided by standard sta-
tistical analyses.

We investigated these issues through numerical exper-
iments, and found evidence that, in fact, the solutions
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• The space of solution splits into separated states of vanishing entropy  (Krauth, Mézard (1989)); 
• ∀𝛼 > 0 typical solutions are isolated (Huang, Kabashima (2014));  
• Rigorous: Abbe, Li, Sly (2021), Perkins, Xu (2021), Nakajima, Sun (2022), Aubin, Perkins, Zdeborova (2019) 3
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FIG. 2: BP entropy vs. α for single problem instances of size
n = 3465 for K = 1, 3, 5, 7. The analytic result for K = 1
and K ! 1 for n → ∞ are also plotted for comparison. The
upper inset shows Qt vs. t of the analytical DE prediction
(dashed line) vs. simulations over a system of size 105 + 1 at
α = 0.6 without reinforcement (data in perfect agreement to
the prediction) and with reinforcement (γ0 = 0). The bottom
inset shows the fraction of errors E/n vs t for both cases.
In the latter case we can see that Qt

→ 0 as the solution is
reached.

of pattern a. The fixed point of these equations provide
the information we are seeking for. Solving the equa-
tions by iteration proved itself to be an efficient tech-
nique, fully distributed, which is known as a message-
passing method (the components of the vectors u and h
can be thought as messages running along edges of the
factor graph, see Fig. 1). From the fixed point we may
compute the list of all probability marginals P (wi = ±1)
together with global quantities of interest such as the en-
tropy (normalized logarithm of the size of the set W ). As
expected from the statistical mechanics results [11], the
entropy is monotonically decreasing with α and vanishes
at αc ∼ 0.833 for n large enough. Similar results can be
derived for multilayer networks as shown in Fig. 2. The
BP equations can be adapted in a straightforward way
to networks of arbitrary topology, even if the notation is
slightly more encumbered. In general this network will be
formed by connecting several perceptron sub-units. The
corresponding factor graph can be recovered trivially as
in Fig. 1, by just replicating every perceptron for each
pattern, and adding a set of auxiliary units to represent
the output of every perceptron sub-unit of the network.
It will suffice then to derive a set of slightly more general
BP equations for the perceptron which we omit for the
sake of brevity. We have studied analytically the dynam-
ical behaviour of the BP algorithm in the large n limit by
the so called density evolution (DE) technique (see e.g.
[20] for details on DE). In the upper inset of Figure 2
we can see the comparison of numerical simulations of
large single instances with the analytical prediction of
the quantity Q = 1− 1

αn2

∑

i

∑

a m2
i→a at every iteration

step. In the spirit of [16], a way of using the informa-

tion provided by BP is to “decimate” the problem. This
approach is indeed feasible and leads to optimal assign-
ments. However here we focus on a much more efficient
and fully distributed version [21] of the algorithm. The
idea is to introduce an extra term into Eqs. 1-3 enforc-
ing hi = ±∞ at a fixed point, and use wi = sign (hi) as
a solution. This term is introduced stochastically (with
probability 0 at the first iteration and probability 1 at
t = ∞) to improve convergence. We will replace Eq. 3
with Eqs. 4,5:

ht+1
i =

1√
n

∑

b

ξb
i u

t
b→i +

{

0 w.p. γt

ht
i w.p. 1 − γt

(4)

ht+1
i→a = ht+1

i −
1√
n

ξa
i ut

a→i (5)

We will use γt = γt
0 for 0 ≤ γ0 ≤ 1 (though other choices

are also possible). Choosing γ0 = 1 clearly gives back
the original BP set of equations, Eqs. 1-3. We note that
a similar inertia term γht

i (constant γ) was introduced
in [22], which would correspond to average the one in
Eq. 4. Note also that the extra term for γt = 0 corre-
sponds to adding an external field equal to the local field
computed in the last step. Remembering that “fixing” a
variable as in the standard decimation procedure is equiv-
alent to adding an external field of infinite intensity, one
can think of this procedure as a sort of smooth decimation
in which all variables (not only the most polarized ones)
get an external field, but the intensity is proportional
to their polarization. Numerical experiments of learning
randomly generated patterns have been carried out on
systems of various sizes (up to n = 106), with different
choices of K and with different topologies (overlapping
and tree–like). Some are reported in Fig. 3. An easy
to use version of the code is made available at [23]. It is
not hard to think how the same algorithm could be made
effective also in presence of faulty contacts and hetero-
geneous discrete synaptic values. (which need not to be
identified a priori as the message-passing procedure, dis-
tributed over the same graph, could incorporate defects
by modifying accordingly the messages). Even for the
limit case of continuous synapses the process converge to
optimal solutions in a wide range of α.

Experiments have been performed using an improved
version of Eqs. 1-3: Using further linearizations like
in [20] one can obtain a new set of equations that are
equivalent to Eqs. 1-3 up to an error of O

(

n−1/2
)

, hav-
ing two main implementation advantages: memory re-
quirements of just O (n) (in addition to the set of pat-
terns which amounts to αn2 bits), and needing just O (n)
(slow) hyperbolic function computations in addition to
O

(

n2
)

elementary (fast) floating point operations. BP
equations can also be simplified by approximating mk→b

by mk in Eqs. 1-3 (without correction terms), giving a
simple closed expression in the quantities {mt

i}. The re-
sulting equation is not asymptotically equivalent to BP

s

𝛼 = P/N

freezing

E0

𝛼c=0.83

Results from statistical physics

Equilibrium results (binary perceptron)

In the large N, P limit (with a ⌘ P/N fixed):
the space of solution splits into separated clusters of vanishing entropy
(Krauth, Mézard (1989));
8a > 0 solutions are isolated (Huang, Kabashima (2014));
Rigorous Proofs: Abbe, Li, Sly (2021), Perkins, Xu (2021).

↵↵c

dmin = O(N) SAT PHASE UNSAT PHASE

This contradicts empirical evidence!
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Perceptron Learning Problem, N = 801, ↵ = 0.3. A typical trajectory of standard Monte

Carlo(red curve) and Entropy-drive Monte Carlo(black curve). EdMC is run at 0 temperature

with � = 0.6, MC is started at y0 = 1 and run with a cooling rate of fy = 1.001, to ensure

convergence to a solution.

We performed extensive simulations and studied the scaling properties of EdMC in con-

trast to simulated annealing. Figure 2 is a log-log plot of the number of iterations nE=0 to

reach a solution obtained for increasing N at ↵ = 0.3. A least squares fit(nE=0 / N2.84) con-

firms the evident power law behaviour. Note that even with an extremely low cooling rate fy
convergence to a zero energy vector w̃ is not guaranteed: simulated annealing often gets stuck

in local minima, even at low loading(↵ ⇠ 0.3), especially in high dimensionality(N ? 103).

The power scaling of simulated annealing has to be confronted with the almost linear be-

haviour of zero temperature EdMC, which is reported in Figure 3. The situation is similar

at ↵ = 0.6: here standard Monte Carlo is uncapable of reaching a zero energy configu-

ration, and gets sistematically trapped in low energy states(our MC is terminated after

ntrap = 100.000⇥N rejected spin flips). In Figure 4 we show the scaling of MC and EdMC

iterations at ↵ = 0.6, also comparing the number of EdMC necessary to reach the aver-

age minimal energy of standard Monte Carlo. Note the clear sub-linear behaviour of the

latter(light blue curve) and the striking difference in orders of magnitudes.
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1) Regions observed with a diameter d

2) Internal entropy:

3) External entropy (number of regions of diameter d with a given internal entropy): 

whereN ð ~W;dÞ¼
P

fWgXξðWÞδ(W · ~W;Nð1−2dÞ) counts
the number of solutions W at normalized Hamming
distance d from a reference solution ~W (δ is the
Kronecker delta symbol) and y has the role of an inverse
temperature. This free energy describes a system in which
each configuration ~W is constrained to be a solution, and
has a formal energy density Eð ~WÞ ¼ −ð1=NÞ logN ð ~W; dÞ
that favors configurations surrounded by an exponential
number of other solutions, with y controlling the amount of
reweighting. The regions of highest local density are then
described in the regime of large y and small d.
The relevant quantities are computed through the usual

statistical physics tools; of particular importance is the
entropy density of the surrounding solutions, the local
entropy:

SIðd; yÞ ¼ −hEð ~WÞiξ; ~W ¼ 1

N
hlogN ð ~W; dÞiξ; ~W; ð2Þ

which is simply given by SIðd; yÞ ¼ ∂yðyF ðd; yÞÞ. The
signature for the existence of a dense and exponentially
large cluster of solutions is that SIðd; yÞ > 0 in a

neighborhood of d ¼ 0. Another important quantity is
the external entropy, i.e., the entropy of the reference
solutions SEðd; yÞ ¼ −y½F ðd; yÞ þ SIðd; yÞ&, which must
also be non-negative.
The special case y ¼ 1 is essentially equivalent to the

computation of Ref. [11]; SIðd; yÞ reduces to the compu-
tation à la Franz-Parisi of [14] in the limit y → 0.
We computed Eq. (1) by the replica method in the

replica-symmetric (RS) ansatz, resulting in an expression
involving 13 order parameters to be determined by the
saddle point method. The analytical expressions and the
details of the computation are reported in the Supplemental
Material [18]. It turns out that, for all values of α and d,
there is a value of y beyond which SEðd; yÞ < 0, which is
unphysical and signals a problem with the RS assumption.
Therefore, we sought the value y⋆ ¼ y⋆ðα; dÞ at which
SEðd; y⋆Þ ¼ 0, i.e., the highest value of y for which the
RS analytical results are consistent. In the following, we
thus drop the y dependency.
The solution to the system of equations stemming from

the RS saddle point produces qualitatively very similar
results for both the classification (with α < αc) and the
generalization (with α < αTS) case. It displays a number of
noteworthy properties (Fig. 2):
(1) For all α < αc, there is a neighborhood of d ¼ 0

where SIðdÞ > 0, implying the existence of extensive

FIG. 1 (color online). Numerical evidence of the existence of
clusters of solutions. Entropy at a given distance from a reference
solution ~W, in the classification case at α ¼ 0.4. From bottom to
top: (magenta) theoretical prediction for a typical ~W; (blue)
numerical estimate based on a random walks on connected
solutions starting from one provided by SBPI, with N ¼ 1001;
(red) estimate from belief propagation using a solution from
SBPI, with N ¼ 10001; (green) theoretical curve for the optimal
~W as computed from Eq. (1); and (dotted black) upper bound
(α ¼ 0 case, all configurations are solutions). The random-walk
points underestimate the number of solutions since they only
consider single-flip-connected clusters; the BP curve is lower
than the optimal curve because in the latter ~W is optimized as a
function of the distance, while in the former it is fixed. Inset:
comparison between a typical solution and one found with SBPI,
in the teacher-student case at α ¼ 0.5 with N ¼ 1001. Larger
potentials correspond to smaller distances. Top points (red): SBPI
reference solution, with the entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as reference.

FIG. 2 (color online). Large deviation analysis. Local entropy
curves at varying distance d from the reference solution ~W for
various α (classification case). Black dotted curve, α ¼ 0 case
(upper bound). Red solid curves, RS results from Eq. (1) (optimal
~W). Up to α ¼ 0.77, the curves are monotonic. At α ¼ 0.78, a
region incorrectly described within the RS ansatz appears (dotted;
geometric bounds are violated at the boundaries of the part of the
curve with negative derivative). At α ¼ 0.79, the solution is
discontinuous (a gap appears in the curve), and parts of the curve
have negative entropy (dotted). Blue dashed curves, equilibrium
analysis (typical ~W) [14] (dotted parts are unphysical): the curves
are never positive in a neighborhood of d ¼ 0. Inset: enlargement
of the region around d ¼ 0 (notice the solution for α ¼ 0.79,
followed by a gap).
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where SIðdÞ > 0, implying the existence of extensive

FIG. 1 (color online). Numerical evidence of the existence of
clusters of solutions. Entropy at a given distance from a reference
solution ~W, in the classification case at α ¼ 0.4. From bottom to
top: (magenta) theoretical prediction for a typical ~W; (blue)
numerical estimate based on a random walks on connected
solutions starting from one provided by SBPI, with N ¼ 1001;
(red) estimate from belief propagation using a solution from
SBPI, with N ¼ 10001; (green) theoretical curve for the optimal
~W as computed from Eq. (1); and (dotted black) upper bound
(α ¼ 0 case, all configurations are solutions). The random-walk
points underestimate the number of solutions since they only
consider single-flip-connected clusters; the BP curve is lower
than the optimal curve because in the latter ~W is optimized as a
function of the distance, while in the former it is fixed. Inset:
comparison between a typical solution and one found with SBPI,
in the teacher-student case at α ¼ 0.5 with N ¼ 1001. Larger
potentials correspond to smaller distances. Top points (red): SBPI
reference solution, with the entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as reference.

FIG. 2 (color online). Large deviation analysis. Local entropy
curves at varying distance d from the reference solution ~W for
various α (classification case). Black dotted curve, α ¼ 0 case
(upper bound). Red solid curves, RS results from Eq. (1) (optimal
~W). Up to α ¼ 0.77, the curves are monotonic. At α ¼ 0.78, a
region incorrectly described within the RS ansatz appears (dotted;
geometric bounds are violated at the boundaries of the part of the
curve with negative derivative). At α ¼ 0.79, the solution is
discontinuous (a gap appears in the curve), and parts of the curve
have negative entropy (dotted). Blue dashed curves, equilibrium
analysis (typical ~W) [14] (dotted parts are unphysical): the curves
are never positive in a neighborhood of d ¼ 0. Inset: enlargement
of the region around d ¼ 0 (notice the solution for α ¼ 0.79,
followed by a gap).
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which are found by the simplified algorithms are typically
not isolated; rather, they belong (with high probability at
large N) to large connected clusters of solutions. More
precisely: 1) from a given solution W̃ , a random walk
process over neighboring configurations in the space of
solutions can reach distances of order N from the start-
ing point; 2) the number of solutions at a distance of
order N from W̃ grows exponentially with N (this can
be estimated from the analysis of the recurrence relations
on the average growth factor of the number of solutions
at varying distances, and using the random walk pro-
cesses for sampling the local properties relevant to those
relations) .

Furthermore, we used BP (without reinforcement)
with an additional Franz-Parisi potential [15] to estimate
the entropy of the solutions at varying distance from a
reference solution W̃ obtained from a heuristic solver,
and found that the results do not match the predictions
of the equilibrium analysis [10], see Fig. 1.

We also extended the equilibrium analysis [10] to the
teacher-student scenario, and found that: 1) the qual-
itative picture is the same as for the classification sce-
nario, i.e. typical solutions are isolated for all values of
↵ - even when adding a non-zero stability constraint; 2)
the teacher device is also isolated, and it is in fact indis-
tinguishable from all other typical solutions except for
the generalization error; 3) the results of estimates ob-
tained from BP are consistent with the analytical calcu-
lation when using the teacher as a reference point, but
not when using a solution provided by a heuristic solver
(see inset in Fig. 1). Finally, the generalization error for
solutions found algorithmically is lower than what would
be expected for a typical solution (see Fig. 3).

Large deviation analysis.—These empirical results sug-
gest that the heuristic algorithms do not operate in the
regime described by calculations performed at thermody-
namic equilibrium, but rather in a large-deviation regime,
to which the usual statistical tools are effectively blind
[16].

We found theoretical evidence that this is indeed the
case by studying the following free energy function:
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counts the number of solutions W at normalized Ham-
ming distance d from a reference solution W̃ (� is the
Kronecker delta symbol), and y has the role of an in-
verse temperature. This free energy describes a system
in which each configuration W̃ is constrained to be a solu-
tion, and has an energy E
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⌘
= � logN

⇣
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favors configurations surrounded by an exponential num-
ber of other solutions.

In the limit y ! 1, provided the ground state is
unique, we obtain the entropy of the surrounding solu-
tions:
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1
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where W̃
? is the optimal reference solution, i.e. the one

which is surrounded by most other solutions at the given
distance d. Therefore, if an exponentially large cluster of
solutions exists, we expect that S (d) > 0 in a neighbor-
hood of d = 0 (as opposed to the case of typical W̃ ).

We computed eq. (1) by the replica method in the so
called replica-symmetric (RS) Ansatz, and derived an ex-
pression for the y ! 1 case. The analysis of the scaling
of the order parameters with y confirms that the ground
state is indeed unique. We also found that in this limit
the constraint that W̃ is a solution becomes irrelevant.

The resulting expression for the entropy S (d) in the
generalization scenario is:
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dz to indicate a Gaussian

measure, and H (x) =
´1
x Dz. The quantities q, �q, R,

q̂, �q̂, R̂ and Ŝ are order parameters to be determined
by saddle-point equations, thus yielding a system of 7
coupled equations. q and R have a simple interpretation
in terms of the typical overlap between two solutions and
between a solution and the teacher, respectively. R can
thus be used to predict the generalization error pe.

The classification scenario can be obtained by setting
R = R̂ = 0 in expression (3), and solving for the remain-
ing system of 5 equations.

The solution to these systems of equations displays a
number of noteworthy properties (Fig. 2):

1. The classification (with ↵ < ↵c) and generalization
(with ↵ < ↵TS) cases are qualitatively very similar.

2. The system has a solution yielding S (d) > 0 for
all values of d for ↵ 2 [0,↵U ], where ↵U ' 0.755
in the classification case and ↵U ' 1.085 in the
generalization case. For ↵ � ↵U , there exists a
critical value dmin such that the system has no so-
lutions for d < dmin. Both dmin and S (dmin) are
strictly positive right after ↵U . This suggests that
a large cluster of solutions exists up to at least

Local entropy measure

Ed(W̃ )
.
= � logN (W̃ , d)

Bias the statistical measure towards dense (wide, flat) regions

"local entropy” (the log of the number of 
solutions in hypersphere of radius d) 

Learning in rare in High Local Entropy regions  
(wide flat minima)
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same picture also holds for complex architectures trained
on real-world benchmarks.

In a more general sense, these findings highlight the in-
adequacy of a standard equilibrium analysis when used to
describe the practically relevant properties of a prototypi-
cal complex system. There’s no reason to believe that this
scenario is specific to this particular family of problems;
our work could provide a general methodology to detect,
analyze and exploit this kind of occurrences. [Also, to
bring world peace.]

The model.—The single layer binary neural network
(perceptron) maps vectors of N inputs ⇠ 2 {�1, 1}N to
binary outputs as ⌧ (W, ⇠) = sign (W · ⇠), where W 2
{�1, 1}N is the vector of synaptic weights. Given ↵N

input patterns ⇠
µ with µ 2 {1, . . . ,↵N} and their cor-

responding desired outputs �
µ 2 {�1, 1}↵N , and defin-

ing X⇠ (W ) =
Q↵N

µ=1 ⇥ (�µ
⌧ (W, ⇠

µ)), where ⇥ (x) is the
Heaviside step function, the learning problem is that of
finding W such that ⌧ (W, ⇠

µ) = �
µ for all µ, i.e. such

that X⇠ (W ) = 1. The entries ⇠
µ
i are random unbiased

i.i.d. variables. There are two main scenarios of inter-
est for the distribution of the desired outputs �

µ: 1)
the classification (or storage) case, in which they are
i.i.d. random variables, and 2) the generalization (or
teacher-student) scenario, in which they are provided by
a “teacher” device, i.e. another perceptron with synap-
tic weights W

T . In the classification scenario, the typi-
cal problem is solvable with probability 1 in the limit of
large N up to ↵c = 0.833 [5], after which the probability
of finding a solution drops to zero. ↵c is called the ca-
pacity ; we also use this term for the maximum value of
↵ for which a solution can be found by a specific algo-
rithm. In the teacher-student scenario, the problem has
multiple solutions up to ↵TS = 1.245, after which there
is a first-order transition and only one solution is possi-
ble: the teacher itself [2, 6]. One additional quantity of
interest in this scenario is the generalization error rate
pe =

1
⇡ arccos

�
1
NW ·WT

�
, which is the probability that

⌧ (W, ⇠
?) = ⌧

�
W

T
, ⇠

?
�

when ⇠
? is a previously unseen

input.
Simplified algorithms.—Only a handful of algorithms

are currently believed to be able to solve the classification
problem and achieve a non-zero capacity in the limit of
large N in a sub-exponential running time; they are all,
to some extent, heuristic, and only numerical evidence
(although with N as large as 106) is available to support
the claims. The first such algorithm is a modified version
of Belief Propagation (BP), a message passing algorithm
which differs from standard BP by an additional “rein-
forcement” term, which can reach a capacity of at least
↵ ' 0.74 [11]. Two more algorithms, called SBPI [12]
and CP+R [13], were derived as crude simplifications of
the reinforced BP scheme: compared to the latter, they
have drastically reduced requirements (only employing
finite discrete quantities and simple, local and on-line
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Figure 1. (Color online) Numerical evidence of the ex-
istence of clusters of solutions. Entropy at a given dis-
tance from a reference solution W̃ , in the classification case
at ↵ = 0.4. From bottom to top: (magenta) theoretical pre-
diction for a typical W̃ ; (blue) numerical estimate based on a
random walks on connected solutions starting from one pro-
vided by SBPI, with N = 1001; (red) estimate from Belief
Propagation using a solution from SBPI, with N = 10001;
(green) theoretical curve for the optimal W̃ ? as computed
from eq. (3); (dotted black) upper bound (↵ = 0 case, all
configurations are solutions). The random-walk points un-
derestimate the number of solutions since they only consider
connected clusters; the BP curve is lower than the optimal
because in the latter W̃ is optimized as a function of the
distance, while in the former it is fixed. Inset : comparison
between a typical solution and one found with SBPI, in the
teacher-student case at ↵ = 0.5 with N = 1001. Larger po-
tentials correspond to smaller distances. Top points (red):
SBPI reference solution, entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as ref-
erence.

update schemes), making them appealing for practical
implementations, at the cost of achieving a slightly lower
capacity (↵ ' 0.69). Yet another algorithm, based on a
Max-Sum scheme, can be shown to have similar charac-
teristics [14]. All these algorithms have typical solving
times which scale almost linearly with the size of the
input. A qualitatively similar scenario holds in the gen-
eralization case, where all these algorithms fail to find
any solution in a finite window starting at a value of ↵
between 1 and 1.1, and ending at ↵TS or beyond.

Two issues arise from these results: 1) the failure of
the reinforced BP algorithm to reach the maximal ca-
pacity of ↵c ' 0.833 patterns, and 2) the effectiveness of
the utterly-simplified algorithms SBPI and CP+R, which
strikingly contrasts the picture provided by standard sta-
tistical analyses.

We investigated these issues through numerical exper-
iments, and found evidence that, in fact, the solutions

 = 1 iff all patterns are  correctly classified
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same picture also holds for complex architectures trained
on real-world benchmarks.

In a more general sense, these findings highlight the in-
adequacy of a standard equilibrium analysis when used to
describe the practically relevant properties of a prototypi-
cal complex system. There’s no reason to believe that this
scenario is specific to this particular family of problems;
our work could provide a general methodology to detect,
analyze and exploit this kind of occurrences. [Also, to
bring world peace.]

The model.—The single layer binary neural network
(perceptron) maps vectors of N inputs ⇠ 2 {�1, 1}N to
binary outputs as ⌧ (W, ⇠) = sign (W · ⇠), where W 2
{�1, 1}N is the vector of synaptic weights. Given ↵N

input patterns ⇠
µ with µ 2 {1, . . . ,↵N} and their cor-

responding desired outputs �
µ 2 {�1, 1}↵N , and defin-

ing X⇠ (W ) =
Q↵N

µ=1 ⇥ (�µ
⌧ (W, ⇠

µ)), where ⇥ (x) is the
Heaviside step function, the learning problem is that of
finding W such that ⌧ (W, ⇠

µ) = �
µ for all µ, i.e. such

that X⇠ (W ) = 1. The entries ⇠
µ
i are random unbiased

i.i.d. variables. There are two main scenarios of inter-
est for the distribution of the desired outputs �

µ: 1)
the classification (or storage) case, in which they are
i.i.d. random variables, and 2) the generalization (or
teacher-student) scenario, in which they are provided by
a “teacher” device, i.e. another perceptron with synap-
tic weights W

T . In the classification scenario, the typi-
cal problem is solvable with probability 1 in the limit of
large N up to ↵c = 0.833 [5], after which the probability
of finding a solution drops to zero. ↵c is called the ca-
pacity ; we also use this term for the maximum value of
↵ for which a solution can be found by a specific algo-
rithm. In the teacher-student scenario, the problem has
multiple solutions up to ↵TS = 1.245, after which there
is a first-order transition and only one solution is possi-
ble: the teacher itself [2, 6]. One additional quantity of
interest in this scenario is the generalization error rate
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Simplified algorithms.—Only a handful of algorithms

are currently believed to be able to solve the classification
problem and achieve a non-zero capacity in the limit of
large N in a sub-exponential running time; they are all,
to some extent, heuristic, and only numerical evidence
(although with N as large as 106) is available to support
the claims. The first such algorithm is a modified version
of Belief Propagation (BP), a message passing algorithm
which differs from standard BP by an additional “rein-
forcement” term, which can reach a capacity of at least
↵ ' 0.74 [11]. Two more algorithms, called SBPI [12]
and CP+R [13], were derived as crude simplifications of
the reinforced BP scheme: compared to the latter, they
have drastically reduced requirements (only employing
finite discrete quantities and simple, local and on-line
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Figure 1. (Color online) Numerical evidence of the ex-
istence of clusters of solutions. Entropy at a given dis-
tance from a reference solution W̃ , in the classification case
at ↵ = 0.4. From bottom to top: (magenta) theoretical pre-
diction for a typical W̃ ; (blue) numerical estimate based on a
random walks on connected solutions starting from one pro-
vided by SBPI, with N = 1001; (red) estimate from Belief
Propagation using a solution from SBPI, with N = 10001;
(green) theoretical curve for the optimal W̃ ? as computed
from eq. (3); (dotted black) upper bound (↵ = 0 case, all
configurations are solutions). The random-walk points un-
derestimate the number of solutions since they only consider
connected clusters; the BP curve is lower than the optimal
because in the latter W̃ is optimized as a function of the
distance, while in the former it is fixed. Inset : comparison
between a typical solution and one found with SBPI, in the
teacher-student case at ↵ = 0.5 with N = 1001. Larger po-
tentials correspond to smaller distances. Top points (red):
SBPI reference solution, entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as ref-
erence.

update schemes), making them appealing for practical
implementations, at the cost of achieving a slightly lower
capacity (↵ ' 0.69). Yet another algorithm, based on a
Max-Sum scheme, can be shown to have similar charac-
teristics [14]. All these algorithms have typical solving
times which scale almost linearly with the size of the
input. A qualitatively similar scenario holds in the gen-
eralization case, where all these algorithms fail to find
any solution in a finite window starting at a value of ↵
between 1 and 1.1, and ending at ↵TS or beyond.

Two issues arise from these results: 1) the failure of
the reinforced BP algorithm to reach the maximal ca-
pacity of ↵c ' 0.833 patterns, and 2) the effectiveness of
the utterly-simplified algorithms SBPI and CP+R, which
strikingly contrasts the picture provided by standard sta-
tistical analyses.

We investigated these issues through numerical exper-
iments, and found evidence that, in fact, the solutions
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same picture also holds for complex architectures trained
on real-world benchmarks.

In a more general sense, these findings highlight the in-
adequacy of a standard equilibrium analysis when used to
describe the practically relevant properties of a prototypi-
cal complex system. There’s no reason to believe that this
scenario is specific to this particular family of problems;
our work could provide a general methodology to detect,
analyze and exploit this kind of occurrences. [Also, to
bring world peace.]

The model.—The single layer binary neural network
(perceptron) maps vectors of N inputs ⇠ 2 {�1, 1}N to
binary outputs as ⌧ (W, ⇠) = sign (W · ⇠), where W 2
{�1, 1}N is the vector of synaptic weights. Given ↵N

input patterns ⇠
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i.i.d. variables. There are two main scenarios of inter-
est for the distribution of the desired outputs �

µ: 1)
the classification (or storage) case, in which they are
i.i.d. random variables, and 2) the generalization (or
teacher-student) scenario, in which they are provided by
a “teacher” device, i.e. another perceptron with synap-
tic weights W

T . In the classification scenario, the typi-
cal problem is solvable with probability 1 in the limit of
large N up to ↵c = 0.833 [5], after which the probability
of finding a solution drops to zero. ↵c is called the ca-
pacity ; we also use this term for the maximum value of
↵ for which a solution can be found by a specific algo-
rithm. In the teacher-student scenario, the problem has
multiple solutions up to ↵TS = 1.245, after which there
is a first-order transition and only one solution is possi-
ble: the teacher itself [2, 6]. One additional quantity of
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Simplified algorithms.—Only a handful of algorithms

are currently believed to be able to solve the classification
problem and achieve a non-zero capacity in the limit of
large N in a sub-exponential running time; they are all,
to some extent, heuristic, and only numerical evidence
(although with N as large as 106) is available to support
the claims. The first such algorithm is a modified version
of Belief Propagation (BP), a message passing algorithm
which differs from standard BP by an additional “rein-
forcement” term, which can reach a capacity of at least
↵ ' 0.74 [11]. Two more algorithms, called SBPI [12]
and CP+R [13], were derived as crude simplifications of
the reinforced BP scheme: compared to the latter, they
have drastically reduced requirements (only employing
finite discrete quantities and simple, local and on-line
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Figure 1. (Color online) Numerical evidence of the ex-
istence of clusters of solutions. Entropy at a given dis-
tance from a reference solution W̃ , in the classification case
at ↵ = 0.4. From bottom to top: (magenta) theoretical pre-
diction for a typical W̃ ; (blue) numerical estimate based on a
random walks on connected solutions starting from one pro-
vided by SBPI, with N = 1001; (red) estimate from Belief
Propagation using a solution from SBPI, with N = 10001;
(green) theoretical curve for the optimal W̃ ? as computed
from eq. (3); (dotted black) upper bound (↵ = 0 case, all
configurations are solutions). The random-walk points un-
derestimate the number of solutions since they only consider
connected clusters; the BP curve is lower than the optimal
because in the latter W̃ is optimized as a function of the
distance, while in the former it is fixed. Inset : comparison
between a typical solution and one found with SBPI, in the
teacher-student case at ↵ = 0.5 with N = 1001. Larger po-
tentials correspond to smaller distances. Top points (red):
SBPI reference solution, entropy computed by BP; bottom
curve (magenta): theoretical prediction for a typical solution;
bottom points (purple): BP results using the teacher as ref-
erence.

update schemes), making them appealing for practical
implementations, at the cost of achieving a slightly lower
capacity (↵ ' 0.69). Yet another algorithm, based on a
Max-Sum scheme, can be shown to have similar charac-
teristics [14]. All these algorithms have typical solving
times which scale almost linearly with the size of the
input. A qualitatively similar scenario holds in the gen-
eralization case, where all these algorithms fail to find
any solution in a finite window starting at a value of ↵
between 1 and 1.1, and ending at ↵TS or beyond.

Two issues arise from these results: 1) the failure of
the reinforced BP algorithm to reach the maximal ca-
pacity of ↵c ' 0.833 patterns, and 2) the effectiveness of
the utterly-simplified algorithms SBPI and CP+R, which
strikingly contrasts the picture provided by standard sta-
tistical analyses.

We investigated these issues through numerical exper-
iments, and found evidence that, in fact, the solutions
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which are found by the simplified algorithms are typically
not isolated; rather, they belong (with high probability at
large N) to large connected clusters of solutions. More
precisely: 1) from a given solution W̃ , a random walk
process over neighboring configurations in the space of
solutions can reach distances of order N from the start-
ing point; 2) the number of solutions at a distance of
order N from W̃ grows exponentially with N (this can
be estimated from the analysis of the recurrence relations
on the average growth factor of the number of solutions
at varying distances, and using the random walk pro-
cesses for sampling the local properties relevant to those
relations) .

Furthermore, we used BP (without reinforcement)
with an additional Franz-Parisi potential [15] to estimate
the entropy of the solutions at varying distance from a
reference solution W̃ obtained from a heuristic solver,
and found that the results do not match the predictions
of the equilibrium analysis [10], see Fig. 1.

We also extended the equilibrium analysis [10] to the
teacher-student scenario, and found that: 1) the qual-
itative picture is the same as for the classification sce-
nario, i.e. typical solutions are isolated for all values of
↵ - even when adding a non-zero stability constraint; 2)
the teacher device is also isolated, and it is in fact indis-
tinguishable from all other typical solutions except for
the generalization error; 3) the results of estimates ob-
tained from BP are consistent with the analytical calcu-
lation when using the teacher as a reference point, but
not when using a solution provided by a heuristic solver
(see inset in Fig. 1). Finally, the generalization error for
solutions found algorithmically is lower than what would
be expected for a typical solution (see Fig. 3).

Large deviation analysis.—These empirical results sug-
gest that the heuristic algorithms do not operate in the
regime described by calculations performed at thermody-
namic equilibrium, but rather in a large-deviation regime,
to which the usual statistical tools are effectively blind
[16].

We found theoretical evidence that this is indeed the
case by studying the following free energy function:
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counts the number of solutions W at normalized Ham-
ming distance d from a reference solution W̃ (� is the
Kronecker delta symbol), and y has the role of an in-
verse temperature. This free energy describes a system
in which each configuration W̃ is constrained to be a solu-
tion, and has an energy E

⇣
W̃

⌘
= � logN

⇣
W̃ , d

⌘
which

favors configurations surrounded by an exponential num-
ber of other solutions.

In the limit y ! 1, provided the ground state is
unique, we obtain the entropy of the surrounding solu-
tions:

S (d) = �F (d,1) =
1

N
logN

⇣
W̃

?
, d

⌘
(2)

where W̃
? is the optimal reference solution, i.e. the one

which is surrounded by most other solutions at the given
distance d. Therefore, if an exponentially large cluster of
solutions exists, we expect that S (d) > 0 in a neighbor-
hood of d = 0 (as opposed to the case of typical W̃ ).

We computed eq. (1) by the replica method in the so
called replica-symmetric (RS) Ansatz, and derived an ex-
pression for the y ! 1 case. The analysis of the scaling
of the order parameters with y confirms that the ground
state is indeed unique. We also found that in this limit
the constraint that W̃ is a solution becomes irrelevant.

The resulting expression for the entropy S (d) in the
generalization scenario is:

S (d) = � (1� q) q̂

2
� �q q̂

2
� q �q̂

2
� (1� 2d) Ŝ �RR̂+

+

ˆ 1

�1
Dz0 max

⇢
max
z1

(A+) ,max
z1

(A�)

�
+

+ 2↵

ˆ 1

�1
Dz0 H

 
z0

Rp
q �R2

!
max
z1

(B) (3)

where A± = � z2
1
2 +log

⇣
2 cosh

⇣
z1
p
�q̂ + z0

p
q̂ ± Ŝ + R̂

⌘⌘

and B = � z2
1
2 + log

⇣
H

⇣
z1

p
�q+z0

p
qp

1�q

⌘⌘
. We used the

standard notation Dz = e�
x2
2p

2⇡
dz to indicate a Gaussian

measure, and H (x) =
´1
x Dz. The quantities q, �q, R,

q̂, �q̂, R̂ and Ŝ are order parameters to be determined
by saddle-point equations, thus yielding a system of 7
coupled equations. q and R have a simple interpretation
in terms of the typical overlap between two solutions and
between a solution and the teacher, respectively. R can
thus be used to predict the generalization error pe.

The classification scenario can be obtained by setting
R = R̂ = 0 in expression (3), and solving for the remain-
ing system of 5 equations.

The solution to these systems of equations displays a
number of noteworthy properties (Fig. 2):

1. The classification (with ↵ < ↵c) and generalization
(with ↵ < ↵TS) cases are qualitatively very similar.

2. The system has a solution yielding S (d) > 0 for
all values of d for ↵ 2 [0,↵U ], where ↵U ' 0.755
in the classification case and ↵U ' 1.085 in the
generalization case. For ↵ � ↵U , there exists a
critical value dmin such that the system has no so-
lutions for d < dmin. Both dmin and S (dmin) are
strictly positive right after ↵U . This suggests that
a large cluster of solutions exists up to at least

Characteristic function:

Number of solutions within Hamming  distance        from a given weight vector         :  W̃d

A ·B =
NX

j=1

AjBj

...~⇠µ

Wi 2 {±1} , i = 1, ..., N

= lim
�!1

e��LNE(W )
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# solution at distance d

indicator function
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�(W̃ ,�, �) = ln
X

{W}

e��LNE(W )��d(W̃ ,W ) "local free entropy”

C. Baldassi, A. Ingrosso, C. Lucibello, L. Saglietti, and R. Zecchina Phys. Rev. Lett. 115, 128101 (2015)



Check the existence of subdominant dense regions of solutions in binary networks

  

Large deviations results

● Emergence of rare but ultra-dense regions of solutions (wide flat 
minima)

– Robust to perturbations

– Good generalization properties

– Easily accessible to various (not all!) simple heuristic algorithms

energy
local entropy

This was 
unexpected

C. Baldassi, A. Ingrosso, C. Lucibello, L. Saglietti, R. Zecchina, PRL, 2015
C. Baldassi, F. Gerace, C. Lucibello, L. Saglietti, R. Zecchina, PRE, 2016

C. Baldassi, F. Pittorino, R. Zecchina, arXiv:1905.07833, 2019

Large deviations results for the binary perceptron:

rigorous proof (second moment method) Baldassi, Dellavecchia, Lucibello, Zecchina, submitted (2019)

C. Baldassi, A. Ingrosso, C. Lucibello, L. Saglietti, and R. Zecchina Phys. Rev. Lett. 115, 128101 (2015)

Geometrical phase discontinuous transition:
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↵U ' 0.75

d



topology/functionality inference

topology/functionality inference

data ?

N  learned functional nodes, to be connected in a global network

Teacher Student

P (�|⇠new, {⇠µ,�µ}) =
Z

dWP (�|W, ⇠new, )P (W, {⇠µ,�µ})

Generalization

clusters of solutions. Furthermore, for all α, the curves for
SIðdÞ are all approximately equal around d ¼ 0; in
particular, they all approximate the case for α ¼ 0 where
all points are solutions. This implies that the clusters of
solutions are extremely dense at their core. This is our chief
result. The size of this dense region shrinks with α and
vanishes at αc.
(2) For large distances, as expected, SIðdÞ collapses with

a second-order transition onto the equilibrium entropy; i.e.,
this regime is dominated by the typical solutions.
(3) Up to a certain αU (where αU ≃ 0.77 in the

classification case and αU ≃ 1.1 in the generalization case),
the SIðdÞ curves are monotonic in d. Beyond αU, there is a
transition in which there appear regions of d (dotted in
Fig. 2) that are not correctly described by the RS ansatz
(since geometric bounds are violated; see the discussion in
the Supplemental Material for details [18]), and must be
described at a higher level of replica symmetry breaking
(RSB). We speculate that this transition signals a change in
the structure of the space of solutions: for α < αU, the
densest cores of solutions are immersed in a huge con-
nected structure; for α > αU, this structure fractures and the
dense cores become isolated and hard to find.
(4) In the teacher-student scenario, the generalization

properties of the optimal reference solutions ~W are gen-
erally much better than those of typical solutions. This is
clearly shown in Fig. 3, where we also show that the curve
for small d is in striking agreement with that produced
using solutions obtained from the SBPI algorithm. The

generalization error decreases monotonically when increas-
ing d, and it saturates to a plateau when SIðdÞ becomes
equal to the entropy of the typical solutions [see point
(2) above].
We expect this qualitative and quantitative picture,

especially for α≲ αU, to be quite robust. First, these results
are convincingly supported by our numerical findings,
where available. Furthermore, a slightly simplified model
analyzed at a higher level of RSB and at y → ∞ [see Eq. (3)
below] yields almost indistinguishable results.
The analytical computations are straightforwardly gen-

eralized to the case of multilevel synapses and sparse
patterns, and the results are qualitatively identical [23].
Multilayer network.—These theoretical results seem to

extend to more complex architectures and nonrandom
learning problems. We observed this by heuristically
extending the CPþ R algorithm to multilayer classifiers
with L possible output labels, and training these networks
on the MNIST database benchmark [24], which consists of
7 × 104 grayscale images of hand-written digits (L ¼ 10).
A description of the architecture and of the learning
algorithm is provided in the Supplemental Material [18].
We observed that it is indeed very easy to achieve perfect

learning on the whole training data set, and that very good
generalization errors can be reached (e.g., 1.25% with order
107 synapses) despite the binary nature of the synapses and
the fact that we did not specialize the architecture for this
particular data set. Moreover, we did not observe any
overfitting: the generalization error does not degrade by
reaching zero training error, or by using larger networks.
As for the perceptron, we performed a random-walk

process in the space of solutions, with similar results: the
simplified algorithm reaches a solution that is part of a
dense, large connected cluster, and the generalization
properties of the starting solution are better than those of
solutions found in later stages of the random walk (see
Fig. 1B in the Supplemental Material [18]).
Optimization.—We also studied a variant of the free

energy (1) without the constraint on ~W:

FUðd; yÞ ¼ −
1

Ny
log

!X

f ~Wg

N ð ~W; dÞy
"
: ð3Þ

The analysis in this case requires at least an additional
step of RSB, and will be presented in detail in a follow-up
work [25]. Still, the results are very close to those reported
for the constrained scenario; furthermore, the probability
that the ~W in this system are a solution tends exponentially
to 1 with d → 0, despite the removal of the explicit
constraint. This suggests that we can algorithmically
exploit FUðd; yÞ to efficiently sample ground states of
the system, and that such a strategy could be applied to
different optimization problems as well.
As the most straightforward proof of concept in this

direction we have developed a Monte Carlo Markov Chain

FIG. 3 (color online). Generalization error (teacher-student
scenario). From top to bottom: (blue) typical solution, (red)
optimal ~W from Eq. (1) at small d (we used d ¼ 0.025 for
numerical reasons and since the curve is not sensitive to the
precise value of d in this regime; this solution disappears after
α≃ 1.2), (black points) solutions from SBPI at N ¼ 10001, 100
samples per point, (magenta) optimal ~W from Eq. (1) at the value
of d for which SI is maximum (i.e., it equals the equilibrium
entropy), and (green) Bayesian case: error from the average over
all solutions. At αTS ¼ 1.245 there is the first-order transition to
perfect learning; between αTS and α ¼ 1.5 there is a metastable
regime; the dashed parts of the curves correspond to unphysical
solutions of the RS equations with negative entropy.

PRL 115, 128101 (2015) P HY S I CA L R EV I EW LE T T ER S
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Bayesian optimal:

The teacher is isolated

Phys. Rev. Lett. 115, 128101 (2015)



Algorithmic follow up: real replicas

Assume y integer, and transform the partition function

Local free entropy:

Large-deviation partition function: Z(y, �,�0,�) =
X

W

e��0LNE(W )+y �(W,�,�)
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�(W, �,�) = log
X

W 0

e��LNE(W 0)� �
2 d(W,W 0)
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(LNE ⌘ L0�1)

center y (real) replicas

interaction

Z(y, �,�0,�) =
X

W,{Wa}

e��0LNE(W )��
Py

a=1 LNE(Wa)� �
2

Py
a=1 d(W,Wa)
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Algorithmic follow up: real replicas

Assume y integer, and transform the partition function

Local free entropy:

Large-deviation partition function: Z(y, �,�0,�) =
X

W

e��0LNE(W )+y �(W,�,�)
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• Local Entropy driven Simulated Annealing 

• Replicated Message-Passing (aka “focusing Belief Propagation”)

• Replicated Stochastic Gradient Descent (SGD)

• Entropy-SGD: Langevin dynamics to estimate local entropy

• Replicated Greedy Algorithms

• Sharpness Aware Minimization

• Stochastic weights + gradient on the probabilities

• Quantum Annealing delocalization mechanism for finding NN ground 
states

• …

Local entropy algorithms 



Objective Function:  
search for configurations   which maximize the local entropy  
(minimize the “energy”)             

Local Entropy driven Simulated Annealing

1.  SA moves   

2.  BP method to estimate the local entropy, 
or use a replicated model

3

which are found by the simplified algorithms are typically
not isolated; rather, they belong (with high probability at
large N) to large connected clusters of solutions. More
precisely: 1) from a given solution W̃ , a random walk
process over neighboring configurations in the space of
solutions can reach distances of order N from the start-
ing point; 2) the number of solutions at a distance of
order N from W̃ grows exponentially with N (this can
be estimated from the analysis of the recurrence relations
on the average growth factor of the number of solutions
at varying distances, and using the random walk pro-
cesses for sampling the local properties relevant to those
relations) .

Furthermore, we used BP (without reinforcement)
with an additional Franz-Parisi potential [15] to estimate
the entropy of the solutions at varying distance from a
reference solution W̃ obtained from a heuristic solver,
and found that the results do not match the predictions
of the equilibrium analysis [10], see Fig. 1.

We also extended the equilibrium analysis [10] to the
teacher-student scenario, and found that: 1) the qual-
itative picture is the same as for the classification sce-
nario, i.e. typical solutions are isolated for all values of
↵ - even when adding a non-zero stability constraint; 2)
the teacher device is also isolated, and it is in fact indis-
tinguishable from all other typical solutions except for
the generalization error; 3) the results of estimates ob-
tained from BP are consistent with the analytical calcu-
lation when using the teacher as a reference point, but
not when using a solution provided by a heuristic solver
(see inset in Fig. 1). Finally, the generalization error for
solutions found algorithmically is lower than what would
be expected for a typical solution (see Fig. 3).

Large deviation analysis.—These empirical results sug-
gest that the heuristic algorithms do not operate in the
regime described by calculations performed at thermody-
namic equilibrium, but rather in a large-deviation regime,
to which the usual statistical tools are effectively blind
[16].

We found theoretical evidence that this is indeed the
case by studying the following free energy function:

F (d, y) = � 1

Ny
log

0

B@
X

{W̃}
X⇠

⇣
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⌘
N
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W̃ , d
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1

CA (1)

where N
⇣
W̃ , d

⌘
=
P
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W · W̃ ,N (1� 2d)
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counts the number of solutions W at normalized Ham-
ming distance d from a reference solution W̃ (� is the
Kronecker delta symbol), and y has the role of an in-
verse temperature. This free energy describes a system
in which each configuration W̃ is constrained to be a solu-
tion, and has an energy E

⇣
W̃

⌘
= � logN

⇣
W̃ , d

⌘
which

favors configurations surrounded by an exponential num-
ber of other solutions.

In the limit y ! 1, provided the ground state is
unique, we obtain the entropy of the surrounding solu-
tions:

S (d) = �F (d,1) =
1

N
logN

⇣
W̃

?
, d

⌘
(2)

where W̃
? is the optimal reference solution, i.e. the one

which is surrounded by most other solutions at the given
distance d. Therefore, if an exponentially large cluster of
solutions exists, we expect that S (d) > 0 in a neighbor-
hood of d = 0 (as opposed to the case of typical W̃ ).

We computed eq. (1) by the replica method in the so
called replica-symmetric (RS) Ansatz, and derived an ex-
pression for the y ! 1 case. The analysis of the scaling
of the order parameters with y confirms that the ground
state is indeed unique. We also found that in this limit
the constraint that W̃ is a solution becomes irrelevant.

The resulting expression for the entropy S (d) in the
generalization scenario is:

S (d) = � (1� q) q̂
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. We used the

standard notation Dz = e�
x2
2p

2⇡
dz to indicate a Gaussian

measure, and H (x) =
´1
x Dz. The quantities q, �q, R,

q̂, �q̂, R̂ and Ŝ are order parameters to be determined
by saddle-point equations, thus yielding a system of 7
coupled equations. q and R have a simple interpretation
in terms of the typical overlap between two solutions and
between a solution and the teacher, respectively. R can
thus be used to predict the generalization error pe.

The classification scenario can be obtained by setting
R = R̂ = 0 in expression (3), and solving for the remain-
ing system of 5 equations.

The solution to these systems of equations displays a
number of noteworthy properties (Fig. 2):

1. The classification (with ↵ < ↵c) and generalization
(with ↵ < ↵TS) cases are qualitatively very similar.

2. The system has a solution yielding S (d) > 0 for
all values of d for ↵ 2 [0,↵U ], where ↵U ' 0.755
in the classification case and ↵U ' 1.085 in the
generalization case. For ↵ � ↵U , there exists a
critical value dmin such that the system has no so-
lutions for d < dmin. Both dmin and S (dmin) are
strictly positive right after ↵U . This suggests that
a large cluster of solutions exists up to at least
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Perceptron Learning Problem, N = 801, ↵ = 0.3. A typical trajectory of standard Monte

Carlo(red curve) and Entropy-drive Monte Carlo(black curve). EdMC is run at 0 temperature

with � = 0.6, MC is started at y0 = 1 and run with a cooling rate of fy = 1.001, to ensure

convergence to a solution.

We performed extensive simulations and studied the scaling properties of EdMC in con-

trast to simulated annealing. Figure 2 is a log-log plot of the number of iterations nE=0 to

reach a solution obtained for increasing N at ↵ = 0.3. A least squares fit(nE=0 / N2.84) con-

firms the evident power law behaviour. Note that even with an extremely low cooling rate fy
convergence to a zero energy vector w̃ is not guaranteed: simulated annealing often gets stuck

in local minima, even at low loading(↵ ⇠ 0.3), especially in high dimensionality(N ? 103).

The power scaling of simulated annealing has to be confronted with the almost linear be-

haviour of zero temperature EdMC, which is reported in Figure 3. The situation is similar

at ↵ = 0.6: here standard Monte Carlo is uncapable of reaching a zero energy configu-

ration, and gets sistematically trapped in low energy states(our MC is terminated after

ntrap = 100.000⇥N rejected spin flips). In Figure 4 we show the scaling of MC and EdMC

iterations at ↵ = 0.6, also comparing the number of EdMC necessary to reach the aver-

age minimal energy of standard Monte Carlo. Note the clear sub-linear behaviour of the

latter(light blue curve) and the striking difference in orders of magnitudes.
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trast to simulated annealing. Figure 2 is a log-log plot of the number of iterations nE=0 to

reach a solution obtained for increasing N at ↵ = 0.3. A least squares fit(nE=0 / N2.84) con-

firms the evident power law behaviour. Note that even with an extremely low cooling rate fy
convergence to a zero energy vector w̃ is not guaranteed: simulated annealing often gets stuck

in local minima, even at low loading(↵ ⇠ 0.3), especially in high dimensionality(N ? 103).

The power scaling of simulated annealing has to be confronted with the almost linear be-

haviour of zero temperature EdMC, which is reported in Figure 3. The situation is similar

at ↵ = 0.6: here standard Monte Carlo is uncapable of reaching a zero energy configu-

ration, and gets sistematically trapped in low energy states(our MC is terminated after

ntrap = 100.000⇥N rejected spin flips). In Figure 4 we show the scaling of MC and EdMC

iterations at ↵ = 0.6, also comparing the number of EdMC necessary to reach the aver-

age minimal energy of standard Monte Carlo. Note the clear sub-linear behaviour of the

latter(light blue curve) and the striking difference in orders of magnitudes.
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Connection with Monasson’s 1-rsb formalism (1995)

1) We are interested in the  out-of-equilibrium regime m >1

2)  q1 =1-2 D is the diameter of the hypersphere. We do not need to maximise over q1

3) If we find a value of q1  that maximises the free entropy then we have an out-of-equilibrium 
state (m >1)  as in Monasson 

3

The relationship between our analysis and the usual 1RSB case can be made even more direct, leading to an
alternative – although with very similar results – large deviations analysis: consider, instead of eq. (S10), a partition
function in which the interaction among the replicas is pairwise (without the reference configuration W̃ ) and the
constraint on the distance is hard (introduced via a Dirac delta function):

Z1RSB (�0, y,D) =
X

{Wa}

e��0 Py
a=1 E(Wa)

Y

a>b

�
�
d
�
W a,W b

�
�ND

�
(S11)

Suppose then that we study the average free entropy hlogZ1RSB (�0, y, �)i (where h·i represents the average over
the quenched parameters, if any) in the context of replica theory. Then, we will have n virtual replicas of the whole
system, and since each system has y real replicas we end up with ny total replicas. Let’s use indices c, d for the
virtual replicas and a, b for the real ones, such that a configuration will now have two indices, e.g. W ca. Suppose
that we manage to manipulate the expression such that it becomes a function, among other order parameters, of the
overlaps qca,db = 1

N

⌦
W ca,W db

↵
, where h·, ·i represents some inner product, and that the distance function d (·, ·) can

be expressed in terms of those. Then, as usual, we would introduce auxiliary integrals
Z Y

(ca,db)

�
Ndqca,db

� Y

(ca,db)

�
�
Nqca,db �

⌦
W ca,W db

↵�
(S12)

Using this, we can rewrite the interaction term. Say that d (W,W 0) = hW,W i+ hW 0,W 0i � 2 hW,W 0i, then:
Y

c

Y

a>b

�
�
d
�
W ca,W cb

�
�ND

�
=

Y

c

Y

a>b

�
�
N

�
qca,ca + qcb,cb � 2qca,cb �D

��
(S13)

By assuming replica symmetry, we seek a saddle point with this structure:

qca,ca = Q

qca,cb = q1 (a 6= b) (S14)
qca,db = q0 (c 6= d)

with Q � q1 � q0. The interaction term eq. (S13) becomes:
Y

c

Y

a>b

�
�
N

�
qca,ca + qcb,cb � 2qca,cb �D

��
= � (2N (Q� q1 �D)) (S15)

Therefore, the external parameter D eliminates a degree of freedom in the solution to the saddle point equations
for the overlaps. The final step in the replica calculation would have the form

hlogZ1RSB (�0, y,D)i = �1RSB (�0, y,Q, q1, q0, . . . ) � (Q� q1 �D)

= �1RSB (�0, y,Q,Q�D, q0, . . . ) (S16)

where �1RSB is the expression that would have been derived in an equilibrium computation without the interaction
term, the dots in the argument represent extra order parameters, and the order parameters are fixed by the saddle
point equations

@Q�1RSB (�0, y,Q,Q�D, q0, . . . ) = 0

@q0�1RSB (�0, y,Q,Q�D, q0, . . . ) = 0 (S17)
...

Thus, the difference with respect to the usual 1RSB computation is that the equation for finding the extremum over
q1 is removed, and the one for finding the extremum over Q is modified. Maximizing over D, by solving for @D� = 0,
is then equivalent to the usual 1RSB description (equivalent to the case � ! 0 in the soft-constraint case):

Z1RSB (�0, y) = max
D

Z1RSB (�0, y,D) (S18)

In the common case where Q is fixed (e.g. if the variables W are discrete, or constraints on the norm are introduced)
then this representation fixes q1; it is clear then that our large deviations analysis (the alternative one of eq. (S11))
is simply derived by fixing q1 as an external parameter, and thus omitting the saddle point equation @q1�1RSB = 0.
Note that this wouldn’t make physical sense in the standard derivation of the 1RSB equations, since in that context
q1 is only introduced as an overlap between virtual replicas when choosing an Ansatz for the solutions of the saddle
point equations; our derivation is only physically meaningful when describing a system of real interacting replicas or,
in the case of the original derivation from eq. (S5), a system with a modified energy function.

3

The relationship between our analysis and the usual 1RSB case can be made even more direct, leading to an
alternative – although with very similar results – large deviations analysis: consider, instead of eq. (S10), a partition
function in which the interaction among the replicas is pairwise (without the reference configuration W̃ ) and the
constraint on the distance is hard (introduced via a Dirac delta function):

Z1RSB (�0, y,D) =
X

{Wa}

e��0 Py
a=1 E(Wa)

Y

a>b

�
�
d
�
W a,W b

�
�ND

�
(S11)

Suppose then that we study the average free entropy hlogZ1RSB (�0, y, �)i (where h·i represents the average over
the quenched parameters, if any) in the context of replica theory. Then, we will have n virtual replicas of the whole
system, and since each system has y real replicas we end up with ny total replicas. Let’s use indices c, d for the
virtual replicas and a, b for the real ones, such that a configuration will now have two indices, e.g. W ca. Suppose
that we manage to manipulate the expression such that it becomes a function, among other order parameters, of the
overlaps qca,db = 1

N

⌦
W ca,W db

↵
, where h·, ·i represents some inner product, and that the distance function d (·, ·) can

be expressed in terms of those. Then, as usual, we would introduce auxiliary integrals
Z Y

(ca,db)

�
Ndqca,db

� Y

(ca,db)

�
�
Nqca,db �

⌦
W ca,W db

↵�
(S12)

Using this, we can rewrite the interaction term. Say that d (W,W 0) = hW,W i+ hW 0,W 0i � 2 hW,W 0i, then:
Y

c

Y

a>b

�
�
d
�
W ca,W cb

�
�ND

�
=

Y

c

Y

a>b

�
�
N

�
qca,ca + qcb,cb � 2qca,cb �D

��
(S13)

By assuming replica symmetry, we seek a saddle point with this structure:

qca,ca = Q

qca,cb = q1 (a 6= b) (S14)
qca,db = q0 (c 6= d)

with Q � q1 � q0. The interaction term eq. (S13) becomes:
Y

c

Y

a>b

�
�
N

�
qca,ca + qcb,cb � 2qca,cb �D

��
= � (2N (Q� q1 �D)) (S15)

Therefore, the external parameter D eliminates a degree of freedom in the solution to the saddle point equations
for the overlaps. The final step in the replica calculation would have the form

hlogZ1RSB (�0, y,D)i = �1RSB (�0, y,Q, q1, q0, . . . ) � (Q� q1 �D)

= �1RSB (�0, y,Q,Q�D, q0, . . . ) (S16)

where �1RSB is the expression that would have been derived in an equilibrium computation without the interaction
term, the dots in the argument represent extra order parameters, and the order parameters are fixed by the saddle
point equations

@Q�1RSB (�0, y,Q,Q�D, q0, . . . ) = 0

@q0�1RSB (�0, y,Q,Q�D, q0, . . . ) = 0 (S17)
...

Thus, the difference with respect to the usual 1RSB computation is that the equation for finding the extremum over
q1 is removed, and the one for finding the extremum over Q is modified. Maximizing over D, by solving for @D� = 0,
is then equivalent to the usual 1RSB description (equivalent to the case � ! 0 in the soft-constraint case):

Z1RSB (�0, y) = max
D

Z1RSB (�0, y,D) (S18)

In the common case where Q is fixed (e.g. if the variables W are discrete, or constraints on the norm are introduced)
then this representation fixes q1; it is clear then that our large deviations analysis (the alternative one of eq. (S11))
is simply derived by fixing q1 as an external parameter, and thus omitting the saddle point equation @q1�1RSB = 0.
Note that this wouldn’t make physical sense in the standard derivation of the 1RSB equations, since in that context
q1 is only introduced as an overlap between virtual replicas when choosing an Ansatz for the solutions of the saddle
point equations; our derivation is only physically meaningful when describing a system of real interacting replicas or,
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R. Monasson,   Physical review letters, 75(15):2847, 1995. 

C. Baldassi, F. Pittorino. R. Zecchina, PNAS  117, 161-179 (2020)



• How are these dense regions composed?
• Why they generalise well? 
• Do they contain high margin solutions?

Solutions with margin k:

k
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Figure 2. Hamming distance between typical solutions as a
function of the margin imposed, for – = 0.2, 0.3, 0.4, 0.6
and 0.8 (from top to bottom). The lines change from solid to
dashed when the entropy of solutions becomes negative, i.e.
when Ÿ = Ÿmax as defined in the main text.

where we have dropped the dependence of Z on › and ‡
to lighten the notation. Indeed, Z is the partition func-
tion of a flat measure over the Ÿ-margin solutions, which
in turn is the zero-temperature limit of an equilibrium
Gibbs measure, with the number of violated patterns as
the energy. The corresponding Gibbs entropy of the so-
lutions can thus be obtained as

„(–, Ÿ) = lim
NæŒ

1
N

Èln ZÍ›,‡ (2)

where È. . . Í›,‡ denotes the average over random patterns
and labels. In the following, we can safely impose ‡µ = 1
for every µ = 1, . . . , P without loss of generality, since
we can perform the transformation ›µ

i æ ‡µ›µ
i , without

a�ecting the probability measure of the patterns. Since
we are considering a discrete model, the entropy has a
lower bound of 0. In the limit of large N the model
exhibits a sharp transition at the critical capacity –c(Ÿ),
defined as the maximum – with non-vanishing entropy:
„(–c(Ÿ), Ÿ) = 0. For – < –c(k) the probability that an
instance of the problem has a solution is 1, but it sharply
drops to zero above this threshold [25] (see also [21] for a
recent rigorous proof of the value for zero margin –c(0) ƒ
0.833).

Distances between typical solutions. We have com-
puted the entropy of solutions, given in equation (2) us-
ing the replica method. The details of the derivation are
given in the Supplemental Material (SM).

As displayed in Fig. 2, we find that the Hamming dis-
tance between solutions is a rapidly decreasing function
of the margin. As mentioned in the introduction, the en-
tropy is a decreasing function of the margin as well (see
the SM); this means that even if solutions with larger
margin are exponentially fewer, they are less dispersed.
The closest solutions are those with maximum margin

Ÿmax(–), defined as the largest Ÿ with non-vanishing en-
tropy: „(–, Ÿmax(–)) = 0.

Isolated and and non-isolated solutions. A key ques-
tion is how, below the critical capacity, the solutions are
arranged and how the structure of solution space a�ects
the performance of learning algorithms. As discussed by
Krauth and Mezard [25] and Huang and Kabashima [26]
the structure of typical solutions for Ÿ = 0 consists of
clusters of vanishing entropy (so called frozen-1RSB sce-
nario). In the whole phase below –c(Ÿ = 0), zero-margin
solutions are isolated, meaning that one has to flip an ex-
tensive number of weights in order to find the closest solu-
tion. This scenario was also recently confirmed in simple
one-hidden layer neural networks with generic activation
functions [16] and also rigorously for the symmetric per-
ceptron [27, 28]. This kind of landscape with point-like
solutions suggests that finding such solution should be a
hard optimization problem; however, this is contrary to
the numerical evidence given by simple algorithms such
as the ones based on message passing [29, 30]. This ap-
parent contradiction was solved in [14, 19, 31] where it
was shown that there exist rare but dense regions of so-
lutions that are accessible by algorithms. Subsequent
works suggested that simple algorithmic strategies that
are commonly used in deep learning such as the choice
of the loss and the activation function [15, 16] or the
e�ect of regularization [32] seem to help algorithms to
access those regions. Finally, a systematic study of the
loss landscape of neural networks suggested that as net-
work depth increases the number of minima increase as
well, but at the same time they become more clustered
and generally are separated by low barriers [17, 18, 33].
In [34] the authors show that SGD-based algorithms are
able to access flat minima because they intrinsically pos-
sess an anisotropic noise that is stronger in the directions
where the landscape is rough and smaller when it is flat.

Here we want to better understand the geometry of
those rare dense regions, in particular how they relate
to the Ÿ > 0 solutions, with which they share at least
the property of being robust with respect to input per-
turbations (see [16] for a discussion of the distribution of
the stabilities inside a high-local-entropy region). To this
end we begin by analyzing in which part of the landscape
high-margin solutions tend to be concentrated. Given a
configuration w̃, that we also call the “reference”, we de-
fine the local entropy of w̃ as the logarithm (divided by
N) of the quantity:

N›(w̃, d, Ÿ) =
ÿ

w

X›(w; Ÿ) ”

A
N(1 ≠ 2d) ≠

Nÿ

i=1
w̃iwi

B
.

(3)
This expression counts the number of configurations w
that are solutions with margin Ÿ of the classification task,
and which lay at a normalized Hamming distance d from
the reference w̃. Studying the local entropy profile as we
vary the distance d thus allows to characterize the density

Typical high margin solutions are less but tend to be much closer to each other

The lines change from solid to dashed when the entropy of solutions becomes negative, i.e. 
when κ = κmax

distance d=(1-q1)/2  
between typical solutions 
for a given margin
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Figure 1. The picture represents a portion of the space
of network configurations. Di�erent dots represent solutions
(zero-error configurations); solutions with larger Ÿ margin are
represented with larger, darker dots (see legend). Red arrows
from left to right indicate four examples of typical solutions
with a given Ÿ (in descending order from top to bottom). The
yellow arrows from right to left indicate three examples of
the type of atypical solutions found around the typical ones
with a larger margin (also in descending order from top to
bottom). Low-margin solutions are more numerous than high-
margin solutions. Typical low-margin solutions are isolated
and distant from each other. Typical high-margin solutions
are also distant from each other, but less so, and tend to
be surrounded by (atypical) low-margin solutions. Thus, the
higher-margin solutions are rare, but they lie in the middle of
a dense, extended region that results from the coalescence of
the low-margin solutions.

ing with Ÿ, high-margin solutions are exponentially rare
compared to zero-margin solutions. However, they tend
to concentrate in particular regions, and are in turn sur-
rounded by other solutions of smaller and smaller mar-
gin. This coalescence of minima results in dense regions
of solutions over long distances, of size O (N). This is
illustrated in Fig. 1, where we show a two-dimensional
qualitative sketch of the picture that emerges from our
analysis of the geometric distribution of minima for a
not too large value of –. As as the number of patterns
increases (i.e. –), the solutions thin out, their margin
gets smaller, and above some threshold in – the large
connected structures break up and eventually disappear.

Our results provide a clearer picture regarding the in-
ternal structure of the flat minima and allow us to de-
fine an alternative analytical method for estimating the
threshold at which they appear and where the algorithms

begin to find solutions e�ciently. We show that, for val-
ues of the loading parameter – su�ciently small, the
zero-error solutions have the following properties:

1) the Hamming distance between typical solutions in
the space of network configurations is a rapidly decreas-
ing function of their margin Ÿ. Despite being exponen-
tially less numerous (in N) compared to the Ÿ = 0 so-
lutions, the Ÿ > 0 solutions tend to have small mutual
distance. They are sparser and yet much closer. 2) typi-
cal solutions with a prescribed margin Ÿ̃ > 0 are always
surrounded at O(N) Hamming distance by an exponen-
tial number of smaller margin solutions. By increasing
Ÿ̃, we make sure to target higher local entropy regions.

While the notion of margin has been developed in
the context of shallow networks where it can be directly
linked to generalization, the notion of flatness, or high
local entropy, applies also to deep networks for which
there is no straightforward way to define the margin for
the hidden layer units. High local entropy minima are
stable with respect to perturbations of the input and of
the internal representations.

The model. For simplicity, we discuss here the results
of our study by considering a single-layer [22] network
with N binary weights w œ {≠1, 1}N , which is per-
haps the simplest to define non-convex neural network
endowed with a non-trivial geometric structure of zero-
error solutions. In the SM we detail the analytical results
for models with one hidden layer, with binary weights
and generic activation functions, which lead to a quali-
tatively similar geometric scenario. In the SM we also
report numerical results for deep networks.

Given a (binary) pattern › œ {≠1, 1}N as input to
the network, the corresponding output is computed as
‡out = sign (w · ›). We consider a training set composed
of µ = 1, . . . , P = –N i.i.d. unbiased random binary
patterns ›µ = {≠1, 1}N and labels ‡µ = {≠1, 1} [23, 24].
The learning problem consists in finding the weights that
realize all the input-output mappings of the training set.
In this paper we are interested not only in those con-
figurations that are solutions, but also those that have
a large confidence level. We quantify this by imposing
that for every pattern in the training set, the weights
should have stability �µ © ‡µ

Ô
N

w · ›µ, larger than a
given margin Ÿ, which therefore represents the distance
from the threshold of the output unit (i.e. the classifica-
tion boundary) in the direction of the correct label. The
flat measure over these configurations is proportional to
X›,‡(w; Ÿ) =

rP
µ=1 �

1
‡µ

Ô
N

qN
i=1 wi›

µ
i ≠ Ÿ

2
where �(·)

is the Heaviside theta function; this quantity is equal to
1 if the weight w classifies correctly all the patterns with
a certain margin Ÿ, and 0 otherwise. The number of so-
lutions with margin Ÿ is given by

Z =
ÿ

{wi=±1}

X›,‡(w; Ÿ) (1)

Figure 1: A heuristic illustration of the rugged landscape of the fitness function of solutions
�kGXk1 in the perceptron model.

Figure 2: Cross sections {X : �kGXk1 � �} at increasing values of  representing the clusters
of solutions.

illustrated in Figure 1. Away from the peaks the landscape falls away quickly in most directions
but more slowly in a few directions (of course unlike our figure, the space of X in the perceptron
model is very high dimensional). If we fix ↵, varying  corresponds to taking di↵erent cross-sections
of the landscape as illustrated in Figure 2. For any , most clusters will be isolated points given by
peaks of height exactly �. But the taller peaks have larger cross-sections and for small enough 
these connect together and can form very wide but thin webs as seen in the left cross-section. For
larger  the mountain cross-sections do no overlap but the largest mountains still give clusters of
linear size.
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Binary perceptron: e�cient algorithms can find solutions in
a rare well-connected cluster

Emmanuel Abbe ∗ Shuangping Li † Allan Sly ‡

Abstract

It was recently shown that almost all solutions in the symmetric binary perceptron are
isolated, even at low constraint densities, suggesting that finding typical solutions is hard. In
contrast, some algorithms have been shown empirically to succeed in finding solutions at low
density. This phenomenon has been justified numerically by the existence of subdominant and
dense connected regions of solutions, which are accessible by simple learning algorithms. In
this paper, we establish formally such a phenomenon for both the symmetric and asymmetric
binary perceptrons. We show that at low constraint density (equivalently for overparametrized
perceptrons), there exists indeed a subdominant connected cluster of solutions with almost
maximal diameter, and that an e�cient multiscale majority algorithm can find solutions in such
a cluster with high probability, settling in particular an open problem posed by Perkins-Xu in
STOC’21. In addition, even close to the critical threshold, we show that there exist clusters of
linear diameter for the symmetric perceptron, as well as for the asymmetric perceptron under
additional assumptions.

1 Introduction

The binary perceptron is a simple neural network model. It was studied in the 60s by Cover1

[Cov65] and in the 80s in the statistical physics literature with detailed characterizations put
forward by Gardner and Derrida [GD88] and Krauth and Mézard [KM89]. More recently, the
structural properties of its solution space have been related to the behavior of algorithms for
learning neural networks in [Bal+16a; Bal+16b; BZ06; Bal+15] and several probabilistic results
have been established in [KR98; Tal99; Sto13; DS19; APZ19; PX21; ALS21] (see further discussions
below).

The asymmetric binary perceptron model (ABP) is defined as follows. Let G be an m by n
matrix with i.i.d. entries taking value in {+1,�1} with equal probability. Fix a real number , and
consider the following constraints:

Sj(G) :=

(
X 2 {�1,+1}n :

1p
n

nX

i=1

Gj,iXi � 

)
, j = 1, · · · ,m.

∗Institute of Mathematics, EPFL, Lausanne, CH-1015, Switzerland. Email: emmanuel.abbe@epfl.ch.
†PACM, Princeton University, Princeton, NJ, 08544, USA. Email: sl31@princeton.edu.
‡Department of Mathematics, Princeton University, Princeton, NJ, 08544, USA. Email: allansly@princeton.edu.
1Mainly for the spherical case.
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Unveiling the structure of wide flat minima in neural networks

Carlo Baldassi,1 Clarissa Lauditi,2 Enrico M. Malatesta,1 Gabriele Perugini,1 and Riccardo Zecchina1

1
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2
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The success of deep learning has revealed the application potential of neural networks across the
sciences and opened up fundamental theoretical problems. In particular, the fact that learning
algorithms based on simple variants of gradient methods are able to find near-optimal minima
of highly nonconvex loss functions is an unexpected feature of neural networks. Moreover, such
algorithms are able to fit the data even in the presence of noise, and yet they have excellent predictive
capabilities. Several empirical results have shown a reproducible correlation between the so-called
flatness of the minima achieved by the algorithms and the generalization performance. At the same
time, statistical physics results have shown that in nonconvex networks a multitude of narrow minima
may coexist with a much smaller number of wide flat minima, which generalize well. Here we show
that wide flat minima arise as complex extensive structures, from the coalescence of minima around
"high-margin" (i.e., locally robust) configurations. Despite being exponentially rare compared to
zero-margin ones, high-margin minima tend to concentrate in particular regions. These minima
are in turn surrounded by other solutions of smaller and smaller margin, leading to dense regions
of solutions over long distances. Our analysis also provides an alternative analytical method for
estimating when flat minima appear and when algorithms begin to find solutions, as the number of
model parameters varies.

Machine learning has undergone a tremendous ac-
celeration thanks to the performance of so-called deep
networks [1]. Very complex architectures are able to
achieve unexpected performance in very di�erent do-
mains, from language processing [2] to protein structure
prediction [3, 4], just to name a few recent impressive re-
sults. A key aspect that di�erent neural network models
have in common is the non-convex nature of the learning
problem. The learning process must be able to converge
in a very high-dimensional space and in the presence of a
huge number of local minima of the loss function which
measures the error rate on the data set. Surprisingly,
this goal can be achieved by algorithms designed for con-
vex problems with just few adjustments, such as choosing
highly parameterized architectures, using dynamic regu-
larization techniques, and choosing appropriate loss func-
tions [5]. In practice, neural networks with hundreds of
millions of variables can be successfully optimized by al-
gorithms based on the gradient descent method [6].

The study of the geometric structure of the minima of
the loss function is essential for understanding the dy-
namic phenomena of learning and explaining generaliza-
tion capabilities. Several empirical results have shown
a reproducible correlation between the so-called flatness
of the minima achieved by algorithms and generalization
performance [7–9]. In a sense that needs to be made rig-
orous, the loss functions of neural networks seem to be
characterized by the existence of large flat minima that
are both accessible and well generalizable [10–12]. More-
over, similar minima are found in the case of randomized
labels [13] and di�erent data sets, suggesting that they
are a robust property of the networks.

This scenario is upheld by some recent studies based
on statistical physics methods [14–18], which show that
in tractable models of non-convex neural networks a mul-

titude of minima with poor generalization capabilities co-
exists with a smaller number of wide flat minima, a.k.a.
high local entropy minima, that generalize close to opti-
mality [14]. These studies rely on large-deviation meth-
ods that give access to the typical number of minima
surrounded by a very large number of other minima at a
fixed distance. The analytical results are corroborated by
numerical studies that confirm the accessibility of wide
flat minima by simple algorithms that do not try to sam-
ple from the dominating set of minima [19].

Here we provide analytical results on the geometric
structure of these wide flat minima. We take as analyt-
ically tractable non-convex model a prototypical neural
network with N binary weights trained on P = –N ran-
dom patterns, investigated in the thermodynamic limit
of large N and large P , with – = P/N = O(1) . The
network performs a binary classification task, and its pre-
diction is given by the sign of the output unit. This model
has been extensively studied with mean field statistical
physics methods [20], based on the self-averaging prop-
erty that in the thermodynamic limit the macroscopic
behavior of any sample is fully described by the sample
average; many of the results were later corroborated by
rigorous techniques [21]. The solutions of the learning
task (zero-error configurations) can be characterized by
their margin, denoted by Ÿ. The margin of a solution
is a hard measure of robustness to local perturbations
of the weights: it is the minimum di�erence, across all
the training patterns, between the output pre-activation
and the threshold. A Ÿ-margin solution is guaranteed
to be surrounded in configuration space by other solu-
tions within a radius proportional to Ÿ

Ô
N . In the model

under study, the number of solutions at a given margin
Ÿ, when they exist, is typically exponential in N , i.e.
exp (N„ (–, Ÿ)). Since „ (–, Ÿ) is monotonically decreas-
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2

Figure 1. The picture represents a portion of the space
of network configurations. Di�erent dots represent solutions
(zero-error configurations); solutions with larger Ÿ margin are
represented with larger, darker dots (see legend). Red arrows
from left to right indicate four examples of typical solutions
with a given Ÿ (in descending order from top to bottom). The
yellow arrows from right to left indicate three examples of
the type of atypical solutions found around the typical ones
with a larger margin (also in descending order from top to
bottom). Low-margin solutions are more numerous than high-
margin solutions. Typical low-margin solutions are isolated
and distant from each other. Typical high-margin solutions
are also distant from each other, but less so, and tend to
be surrounded by (atypical) low-margin solutions. Thus, the
higher-margin solutions are rare, but they lie in the middle of
a dense, extended region that results from the coalescence of
the low-margin solutions.

ing with Ÿ, high-margin solutions are exponentially rare
compared to zero-margin solutions. However, they tend
to concentrate in particular regions, and are in turn sur-
rounded by other solutions of smaller and smaller mar-
gin. This coalescence of minima results in dense regions
of solutions over long distances, of size O (N). This is
illustrated in Fig. 1, where we show a two-dimensional
qualitative sketch of the picture that emerges from our
analysis of the geometric distribution of minima for a
not too large value of –. As as the number of patterns
increases (i.e. –), the solutions thin out, their margin
gets smaller, and above some threshold in – the large
connected structures break up and eventually disappear.

Our results provide a clearer picture regarding the in-
ternal structure of the flat minima and allow us to de-
fine an alternative analytical method for estimating the
threshold at which they appear and where the algorithms

begin to find solutions e�ciently. We show that, for val-
ues of the loading parameter – su�ciently small, the
zero-error solutions have the following properties:

1) the Hamming distance between typical solutions in
the space of network configurations is a rapidly decreas-
ing function of their margin Ÿ. Despite being exponen-
tially less numerous (in N) compared to the Ÿ = 0 so-
lutions, the Ÿ > 0 solutions tend to have small mutual
distance. They are sparser and yet much closer. 2) typi-
cal solutions with a prescribed margin Ÿ̃ > 0 are always
surrounded at O(N) Hamming distance by an exponen-
tial number of smaller margin solutions. By increasing
Ÿ̃, we make sure to target higher local entropy regions.

While the notion of margin has been developed in
the context of shallow networks where it can be directly
linked to generalization, the notion of flatness, or high
local entropy, applies also to deep networks for which
there is no straightforward way to define the margin for
the hidden layer units. High local entropy minima are
stable with respect to perturbations of the input and of
the internal representations.

The model. For simplicity, we discuss here the results
of our study by considering a single-layer [22] network
with N binary weights w œ {≠1, 1}N , which is per-
haps the simplest to define non-convex neural network
endowed with a non-trivial geometric structure of zero-
error solutions. In the SM we detail the analytical results
for models with one hidden layer, with binary weights
and generic activation functions, which lead to a quali-
tatively similar geometric scenario. In the SM we also
report numerical results for deep networks.

Given a (binary) pattern › œ {≠1, 1}N as input to
the network, the corresponding output is computed as
‡out = sign (w · ›). We consider a training set composed
of µ = 1, . . . , P = –N i.i.d. unbiased random binary
patterns ›µ = {≠1, 1}N and labels ‡µ = {≠1, 1} [23, 24].
The learning problem consists in finding the weights that
realize all the input-output mappings of the training set.
In this paper we are interested not only in those con-
figurations that are solutions, but also those that have
a large confidence level. We quantify this by imposing
that for every pattern in the training set, the weights
should have stability �µ © ‡µ

Ô
N

w · ›µ, larger than a
given margin Ÿ, which therefore represents the distance
from the threshold of the output unit (i.e. the classifica-
tion boundary) in the direction of the correct label. The
flat measure over these configurations is proportional to
X›,‡(w; Ÿ) =

rP
µ=1 �

1
‡µ

Ô
N

qN
i=1 wi›

µ
i ≠ Ÿ

2
where �(·)

is the Heaviside theta function; this quantity is equal to
1 if the weight w classifies correctly all the patterns with
a certain margin Ÿ, and 0 otherwise. The number of so-
lutions with margin Ÿ is given by

Z =
ÿ

{wi=±1}

X›,‡(w; Ÿ) (1)

Figure 1: A heuristic illustration of the rugged landscape of the fitness function of solutions
�kGXk1 in the perceptron model.

Figure 2: Cross sections {X : �kGXk1 � �} at increasing values of  representing the clusters
of solutions.

illustrated in Figure 1. Away from the peaks the landscape falls away quickly in most directions
but more slowly in a few directions (of course unlike our figure, the space of X in the perceptron
model is very high dimensional). If we fix ↵, varying  corresponds to taking di↵erent cross-sections
of the landscape as illustrated in Figure 2. For any , most clusters will be isolated points given by
peaks of height exactly �. But the taller peaks have larger cross-sections and for small enough 
these connect together and can form very wide but thin webs as seen in the left cross-section. For
larger  the mountain cross-sections do no overlap but the largest mountains still give clusters of
linear size.

3

Binary perceptron: e�cient algorithms can find solutions in
a rare well-connected cluster

Emmanuel Abbe ∗ Shuangping Li † Allan Sly ‡

Abstract

It was recently shown that almost all solutions in the symmetric binary perceptron are
isolated, even at low constraint densities, suggesting that finding typical solutions is hard. In
contrast, some algorithms have been shown empirically to succeed in finding solutions at low
density. This phenomenon has been justified numerically by the existence of subdominant and
dense connected regions of solutions, which are accessible by simple learning algorithms. In
this paper, we establish formally such a phenomenon for both the symmetric and asymmetric
binary perceptrons. We show that at low constraint density (equivalently for overparametrized
perceptrons), there exists indeed a subdominant connected cluster of solutions with almost
maximal diameter, and that an e�cient multiscale majority algorithm can find solutions in such
a cluster with high probability, settling in particular an open problem posed by Perkins-Xu in
STOC’21. In addition, even close to the critical threshold, we show that there exist clusters of
linear diameter for the symmetric perceptron, as well as for the asymmetric perceptron under
additional assumptions.

1 Introduction

The binary perceptron is a simple neural network model. It was studied in the 60s by Cover1

[Cov65] and in the 80s in the statistical physics literature with detailed characterizations put
forward by Gardner and Derrida [GD88] and Krauth and Mézard [KM89]. More recently, the
structural properties of its solution space have been related to the behavior of algorithms for
learning neural networks in [Bal+16a; Bal+16b; BZ06; Bal+15] and several probabilistic results
have been established in [KR98; Tal99; Sto13; DS19; APZ19; PX21; ALS21] (see further discussions
below).

The asymmetric binary perceptron model (ABP) is defined as follows. Let G be an m by n
matrix with i.i.d. entries taking value in {+1,�1} with equal probability. Fix a real number , and
consider the following constraints:

Sj(G) :=

(
X 2 {�1,+1}n :

1p
n

nX

i=1

Gj,iXi � 

)
, j = 1, · · · ,m.

∗Institute of Mathematics, EPFL, Lausanne, CH-1015, Switzerland. Email: emmanuel.abbe@epfl.ch.
†PACM, Princeton University, Princeton, NJ, 08544, USA. Email: sl31@princeton.edu.
‡Department of Mathematics, Princeton University, Princeton, NJ, 08544, USA. Email: allansly@princeton.edu.
1Mainly for the spherical case.
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Unveiling the structure of wide flat minima in neural networks

Carlo Baldassi,1 Clarissa Lauditi,2 Enrico M. Malatesta,1 Gabriele Perugini,1 and Riccardo Zecchina1

1
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2
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The success of deep learning has revealed the application potential of neural networks across the
sciences and opened up fundamental theoretical problems. In particular, the fact that learning
algorithms based on simple variants of gradient methods are able to find near-optimal minima
of highly nonconvex loss functions is an unexpected feature of neural networks. Moreover, such
algorithms are able to fit the data even in the presence of noise, and yet they have excellent predictive
capabilities. Several empirical results have shown a reproducible correlation between the so-called
flatness of the minima achieved by the algorithms and the generalization performance. At the same
time, statistical physics results have shown that in nonconvex networks a multitude of narrow minima
may coexist with a much smaller number of wide flat minima, which generalize well. Here we show
that wide flat minima arise as complex extensive structures, from the coalescence of minima around
"high-margin" (i.e., locally robust) configurations. Despite being exponentially rare compared to
zero-margin ones, high-margin minima tend to concentrate in particular regions. These minima
are in turn surrounded by other solutions of smaller and smaller margin, leading to dense regions
of solutions over long distances. Our analysis also provides an alternative analytical method for
estimating when flat minima appear and when algorithms begin to find solutions, as the number of
model parameters varies.

Machine learning has undergone a tremendous ac-
celeration thanks to the performance of so-called deep
networks [1]. Very complex architectures are able to
achieve unexpected performance in very di�erent do-
mains, from language processing [2] to protein structure
prediction [3, 4], just to name a few recent impressive re-
sults. A key aspect that di�erent neural network models
have in common is the non-convex nature of the learning
problem. The learning process must be able to converge
in a very high-dimensional space and in the presence of a
huge number of local minima of the loss function which
measures the error rate on the data set. Surprisingly,
this goal can be achieved by algorithms designed for con-
vex problems with just few adjustments, such as choosing
highly parameterized architectures, using dynamic regu-
larization techniques, and choosing appropriate loss func-
tions [5]. In practice, neural networks with hundreds of
millions of variables can be successfully optimized by al-
gorithms based on the gradient descent method [6].

The study of the geometric structure of the minima of
the loss function is essential for understanding the dy-
namic phenomena of learning and explaining generaliza-
tion capabilities. Several empirical results have shown
a reproducible correlation between the so-called flatness
of the minima achieved by algorithms and generalization
performance [7–9]. In a sense that needs to be made rig-
orous, the loss functions of neural networks seem to be
characterized by the existence of large flat minima that
are both accessible and well generalizable [10–12]. More-
over, similar minima are found in the case of randomized
labels [13] and di�erent data sets, suggesting that they
are a robust property of the networks.

This scenario is upheld by some recent studies based
on statistical physics methods [14–18], which show that
in tractable models of non-convex neural networks a mul-

titude of minima with poor generalization capabilities co-
exists with a smaller number of wide flat minima, a.k.a.
high local entropy minima, that generalize close to opti-
mality [14]. These studies rely on large-deviation meth-
ods that give access to the typical number of minima
surrounded by a very large number of other minima at a
fixed distance. The analytical results are corroborated by
numerical studies that confirm the accessibility of wide
flat minima by simple algorithms that do not try to sam-
ple from the dominating set of minima [19].

Here we provide analytical results on the geometric
structure of these wide flat minima. We take as analyt-
ically tractable non-convex model a prototypical neural
network with N binary weights trained on P = –N ran-
dom patterns, investigated in the thermodynamic limit
of large N and large P , with – = P/N = O(1) . The
network performs a binary classification task, and its pre-
diction is given by the sign of the output unit. This model
has been extensively studied with mean field statistical
physics methods [20], based on the self-averaging prop-
erty that in the thermodynamic limit the macroscopic
behavior of any sample is fully described by the sample
average; many of the results were later corroborated by
rigorous techniques [21]. The solutions of the learning
task (zero-error configurations) can be characterized by
their margin, denoted by Ÿ. The margin of a solution
is a hard measure of robustness to local perturbations
of the weights: it is the minimum di�erence, across all
the training patterns, between the output pre-activation
and the threshold. A Ÿ-margin solution is guaranteed
to be surrounded in configuration space by other solu-
tions within a radius proportional to Ÿ

Ô
N . In the model

under study, the number of solutions at a given margin
Ÿ, when they exist, is typically exponential in N , i.e.
exp (N„ (–, Ÿ)). Since „ (–, Ÿ) is monotonically decreas-
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<latexit sha1_base64="simnQGMsFfFpLuXY0qH7qvI9svs=">AAADtXicnVJbi9NAGJ0mXtZ46+qjL4Ol0EItbRF3YSksuopPS4Xtttip4ctkkg6dXJhM1BDmF/rmm//GSRove1HQISEf5zvn5MvJ56WCZ2o0+tay7Bs3b93eu+PcvXf/wcP2/qPzLMklZXOaiEQuPciY4DGbK64EW6aSQeQJtvC2r6r+4iOTGU/iM1WkbB1BGPOAU1AGcvdbX7pE8MgtC0xUggmPA1VoTAIJtGQfKni24T2iuPAZXgyIxxQMSAhRBH2ty/fa6RLFPqsSZBjxWLslOcI/6BpjIiAOBfubDSay5jjd2U9Gf/ovM+A/SZ8VuCQUBH6tXf+Xg9/IcDVrffVqUzMJDzcKpEw+NVn0L1jjaZPWoOH/d2Yg0g1Md5qZLk8rrLY+HeCTa3xPKk7D34l183TPtPPGLflWu+3OaDiqD75ajJuig5ozc9tfiZ/QPGKxogKybDUepWptfqXiVDDtkDxjKdAthGxlyhgilq3Leus07hrEx0EizR0rXKO/K0qIsqyIPMOMQG2yy70KvK63ylVwuC55nOaKxXT3oiAX2GRSrTD2uWRUicIUQCU3s2K6AROMMovumBDGlz/5anE+GY5fDCfvnneOXzZx7KEn6CnqoTE6QMfoLZqhOaLWxFpaYHn2gb22fTvYUa1Wo3mMLhw7+Q7Oiy4S</latexit>

Fik

<latexit sha1_base64="RFwx1L2EYuy8+CiYBqcWbD92Ijk=">AAADvnicnVJbi9NAGJ0mXtZ42a4++jJYCi3UpV1EhaVQdBWflgrb7WKnGyaTSTp2JgkzE20I8yfFF/+NkzRe9qKgQ0I+znfOyZeTL8g4U3o4/NZy3Bs3b93euePdvXf/wW577+GpSnNJ6IykPJVnAVaUs4TONNOcnmWSYhFwOg/Wr6v+/BOViqXJiS4yuhQ4TljECNYW8vdaX7uIM+GXBUQ6hYglkS4MRJHEpKTnFTxdsR7SjIcUzgcooBoPUIyFwH1jyg/G6yJNN7rEMhYsMX6JDuEPuoEQcZzEnP7NBiJZc7zu9CejP/6XGeCfpE8LWCKCOXxj/PCXQ9jIYDVrffVqUzsJi1caS5l+brLoX7CG4yatQcP/78wwz1Z4vNVMTXlcYbX18QAeXeN7VHEa/lZsmqd/YrVv/ZKtjbfx1+dI5H67M9wf1gdeLUZN0QHNmfrtLyhMSS5oognHSi1Gw0wv7T/VjHBqPJQrmmGyxjFd2DLBgqplWa+fgV2LhDBKpb0TDWv0d0WJhVKFCCxTYL1Sl3sVeF1vkevo5bJkSZZrmpDti6KcQxtOtcswZJISzQtbYCKZnRWSFbYJabvxng1hdPmTrxanB/uj5/sH7591Jq+aOHbAY/AE9MAIvAAT8A5MwQwQ59DBzkdn7U7cyBVuuqU6rUbzCFw47uY7kIMxeQ==</latexit>

xµ
k

<latexit sha1_base64="7XJzv5r7lwnOmBF0PGvdvZHTDjI=">AAADxXicnVJba9swFFbsXbrslm6PexELgQSykJSxDUagdN3lqWTQNGVRamRZtkUk2ZPkrsaY/ce9jf2ZyY536WWD7WCjwznf9+n48/FTzrQZj7+2HPfa9Rs3t261b9+5e+9+Z/vBkU4yReicJDxRxz7WlDNJ54YZTo9TRbHwOV3461dVf3FKlWaJPDR5SlcCR5KFjGBjS95261sPcSa8IofIJBAxGZq8hChUmBT0pCrPYtZHhvGAwsUQ+dTgIYqwEHhQlsWHst1Dhp6ZAqtIMFl6BXoJf8BLCBHHMuL0bzIQqRrT7s1+IgbTf5kB/on6JIcFIpjD16UX/FIIGhqsZq2ffi1qJ2FRbLBSyafGi8E5aTht3Bo2+P/2DPM0xtMNZ1YWB1Wtlj4Ywv0rdPcrTIPfkMvm9A4t941XsHXZbu4889gJEpnX6Y5H4zrg5WTSJF3QxMzrfEFBQjJBpSEca72cjFOzsr/WMMKplc80TTFZ44gubSqxoHpV1FtYwp6tBDBMlH2lgXX1d0aBhda58C1SYBPri72qeFVvmZnwxapgMs0MlWRzUZhxaD2qVhoGTFFieG4TTBSzs0ISY2uUsYvftiZMLn7y5eRoZzR5Ntp5/7S7u9fYsQUegcegDybgOdgF78AMzAFx9pzY+ego960rXOOebqBOq+E8BOfC/fwdDq40Sw==</latexit>

x̃µ
i

<latexit sha1_base64="nBhh74IkO32v6h2/wF/CpZM0vnQ=">AAAD0HicnVNbi9NAFE4TL2u8bFcffRkshRZiaBZRQQqLVvHFpcp2u7jTDZPJJB06k4SZiTbEIL7683zzD/g7nKTxshcFPSTk8J3vO3PyzUyQMSrVaPS1Y1qXLl+5unXNvn7j5q3t7s7tQ5nmApMZTlkqjgIkCaMJmSmqGDnKBEE8YGQerJ7V9fk7IiRNkwNVZGTBUZzQiGKkNOTvdL71IaPcLwsAVQogTSJVVABGAuGSnNTwdEkHUFEWEjB3YEAUcmCMOEfDqirfVnYfKrJWJRIxp0nll/AJ+EGvAIAMJTEjf2sDoGg4dn/6kzEc/8sM4E/S+wUoIUYMPK/88FeHsJWBetbmGTRN9SQ0XiokRPq+9WJ4qjUYt245Lf+/PUMsW6LxRjOtyv0aa1rvO2ByQd9JzWn5G3HVfv0DrX3hl3TV7EWz6NqnJ5Dn9mrsOa7rOhO/2xu5oybA+cRrk57RxtTvfoFhinNOEoUZkvLYG2VqoXdZUcxIZcNckgzhFYrJsU4TxIlclM2BrEBfIyGIUqHfRIEG/V1RIi5lwQPN5Egt5dlaDV5UO85V9HhR0iTLFUnwZqEoZ0DbVZ9uEFJBsGKFThAWVM8K8BJpz5S+A7Y2wTv7y+eTw13Xe+juvn7Q23va2rFl3DXuGQPDMx4Ze8ZLY2rMDGy+MqX5waysN9ba+mh92lDNTqu5Y5wK6/N3UEc25w==</latexit>

k = 1, ..., D
<latexit sha1_base64="Eqna/sp/rAJ+CHoCgAjaaVhv+KQ=">AAAD0HicnVNbi9NAFJ4mXtZ42a4++jJYCi3E0CyighQWXcUXS5XtdnGnGyaTSTp0JgmZiTbEIL7683zzD/g7nKTxshcFPSTk8J3vO3PyzYyfcibVaPS1Y5iXLl+5unXNun7j5q3t7s7tQ5nkGaEzkvAkO/KxpJzFdKaY4vQozSgWPqdzf/Wsrs/f0UyyJD5QRUoXAkcxCxnBSkPeTudbH3EmvLKASCUQsThURQVRmGFS0pMani7ZACnGAwrnNvKpwjaKsBB4WFXl28rqI0XXqsRZJFhceSV6An/QKwgRx3HE6d/aQJQ1HKs//ckYjv9lBvgn6f0ClohgDp9XXvCrQ9DKYD1r8wyapnoSFi0VzrLkfevF8FRrOG7dslv+f3uGebrE441mWpWTGmtaT2y4f0Hf/ZrT8jfiqv16B1r7wivZqtmLZtG1x06QyC02dm3HceyJ1+2NnFET8HzitkkPtDH1ul9QkJBc0FgRjqU8dkepWuhdVoxwWlkolzTFZIUjeqzTGAsqF2VzICvY10gAwyTTb6xgg/6uKLGQshC+ZgqslvJsrQYvqh3nKny8KFmc5orGZLNQmHOo7apPNwxYRonihU4wyZieFZIl1p4pfQcsbYJ79pfPJ4e7jvvQ2X39oLf3tLVjC9wF98AAuOAR2AMvwRTMADFeGdL4YFTmG3NtfjQ/bahGp9XcAafC/PwdXFc27w==</latexit>

i = 1, ..., N

<latexit sha1_base64="SAaULAY2qaZqgvB0jusLPvfhrFs=">AAADyXicnVJdi9NAFJ0m6q7xY7v66MtgKbRQS7uIK0hh0boIwlJhu13sdMNkMkmHziRxMlkbhzz5D33zyb/iJI0f+6Ggl4Rczj3nzs2Z6yWcpWow+Nqw7Bs3b21t33bu3L13f6e5++AkjTNJ6JTEPJanHk4pZxGdKqY4PU0kxcLjdOatXpX12TmVKYujY5UndCFwGLGAEawM5O42vrURZ8LVOUQqhohFgcoLiAKJiaZnJTxZsg5SjPsUznrIowr3UIiFwN2i0O8Lp40UXSuNZShYVLgavYA/6AWEiOMo5PRvbSCSFcdpT34yuqN/mQH+SfokhxoRzOHrwvV/dfBrGSxnrZ5O1dRMwsKlwlLGH2svuhdaw1HtVq/m/7dnmCdLPNpoJoU+KrGq9VEPjq/pOy45NX8jLuqve2y0h65mq+ouqkPXLjtDInPGjttsDfqDKuDVZFgnLVDHxG1+QX5MMkEjRThO0/lwkKiFuV7FCKeFg7KUJpiscEjnJo2woOlCV5tYwLZBfBjE0ryRghX6u0Jjkaa58AxTYLVML9dK8LraPFPB84VmUZIpGpHNQUHGofGpXGvoM0mJ4rlJMJHMzArJEhuzlFn+0oTh5V++mpzs9YfP+nvvnrYOXtZ2bINH4DHogCHYBwfgDZiAKSDWocWtzDq339of7LX9aUO1GrXmIbgQ9ufvCC008A==</latexit>

D

Non convex

Overparametrization & non convexity

The non-convex random features model



- Gaussian Equivalence Theorem: in the large N, D, P limit (with 𝛼 ≡ P/N, 𝛼T ≡ P/D fixed) 

Random Features

Previous results

Gaussian Equivalence Theorem: in the large N, D, P limit (with
a ⌘ P/N, aT ⌘ P/D fixed)
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- Statistical Mechanics  analysis similar to the underparametrized case: geometrical structure of 
minimizers, large deviation study of dense regions.

 (Baldassi, Malatesta, Lauditi, Pacelli, Perugini, RZ , PRE  2021)

<latexit sha1_base64="simnQGMsFfFpLuXY0qH7qvI9svs=">AAADtXicnVJbi9NAGJ0mXtZ46+qjL4Ol0EItbRF3YSksuopPS4Xtttip4ctkkg6dXJhM1BDmF/rmm//GSRove1HQISEf5zvn5MvJ56WCZ2o0+tay7Bs3b93eu+PcvXf/wcP2/qPzLMklZXOaiEQuPciY4DGbK64EW6aSQeQJtvC2r6r+4iOTGU/iM1WkbB1BGPOAU1AGcvdbX7pE8MgtC0xUggmPA1VoTAIJtGQfKni24T2iuPAZXgyIxxQMSAhRBH2ty/fa6RLFPqsSZBjxWLslOcI/6BpjIiAOBfubDSay5jjd2U9Gf/ovM+A/SZ8VuCQUBH6tXf+Xg9/IcDVrffVqUzMJDzcKpEw+NVn0L1jjaZPWoOH/d2Yg0g1Md5qZLk8rrLY+HeCTa3xPKk7D34l183TPtPPGLflWu+3OaDiqD75ajJuig5ozc9tfiZ/QPGKxogKybDUepWptfqXiVDDtkDxjKdAthGxlyhgilq3Leus07hrEx0EizR0rXKO/K0qIsqyIPMOMQG2yy70KvK63ylVwuC55nOaKxXT3oiAX2GRSrTD2uWRUicIUQCU3s2K6AROMMovumBDGlz/5anE+GY5fDCfvnneOXzZx7KEn6CnqoTE6QMfoLZqhOaLWxFpaYHn2gb22fTvYUa1Wo3mMLhw7+Q7Oiy4S</latexit>

Fik

<latexit sha1_base64="RFwx1L2EYuy8+CiYBqcWbD92Ijk=">AAADvnicnVJbi9NAGJ0mXtZ42a4++jJYCi3UpV1EhaVQdBWflgrb7WKnGyaTSTp2JgkzE20I8yfFF/+NkzRe9qKgQ0I+znfOyZeTL8g4U3o4/NZy3Bs3b93euePdvXf/wW577+GpSnNJ6IykPJVnAVaUs4TONNOcnmWSYhFwOg/Wr6v+/BOViqXJiS4yuhQ4TljECNYW8vdaX7uIM+GXBUQ6hYglkS4MRJHEpKTnFTxdsR7SjIcUzgcooBoPUIyFwH1jyg/G6yJNN7rEMhYsMX6JDuEPuoEQcZzEnP7NBiJZc7zu9CejP/6XGeCfpE8LWCKCOXxj/PCXQ9jIYDVrffVqUzsJi1caS5l+brLoX7CG4yatQcP/78wwz1Z4vNVMTXlcYbX18QAeXeN7VHEa/lZsmqd/YrVv/ZKtjbfx1+dI5H67M9wf1gdeLUZN0QHNmfrtLyhMSS5oognHSi1Gw0wv7T/VjHBqPJQrmmGyxjFd2DLBgqplWa+fgV2LhDBKpb0TDWv0d0WJhVKFCCxTYL1Sl3sVeF1vkevo5bJkSZZrmpDti6KcQxtOtcswZJISzQtbYCKZnRWSFbYJabvxng1hdPmTrxanB/uj5/sH7591Jq+aOHbAY/AE9MAIvAAT8A5MwQwQ59DBzkdn7U7cyBVuuqU6rUbzCFw47uY7kIMxeQ==</latexit>

xµ
k

<latexit sha1_base64="7XJzv5r7lwnOmBF0PGvdvZHTDjI=">AAADxXicnVJba9swFFbsXbrslm6PexELgQSykJSxDUagdN3lqWTQNGVRamRZtkUk2ZPkrsaY/ce9jf2ZyY536WWD7WCjwznf9+n48/FTzrQZj7+2HPfa9Rs3t261b9+5e+9+Z/vBkU4yReicJDxRxz7WlDNJ54YZTo9TRbHwOV3461dVf3FKlWaJPDR5SlcCR5KFjGBjS95261sPcSa8IofIJBAxGZq8hChUmBT0pCrPYtZHhvGAwsUQ+dTgIYqwEHhQlsWHst1Dhp6ZAqtIMFl6BXoJf8BLCBHHMuL0bzIQqRrT7s1+IgbTf5kB/on6JIcFIpjD16UX/FIIGhqsZq2ffi1qJ2FRbLBSyafGi8E5aTht3Bo2+P/2DPM0xtMNZ1YWB1Wtlj4Ywv0rdPcrTIPfkMvm9A4t941XsHXZbu4889gJEpnX6Y5H4zrg5WTSJF3QxMzrfEFBQjJBpSEca72cjFOzsr/WMMKplc80TTFZ44gubSqxoHpV1FtYwp6tBDBMlH2lgXX1d0aBhda58C1SYBPri72qeFVvmZnwxapgMs0MlWRzUZhxaD2qVhoGTFFieG4TTBSzs0ISY2uUsYvftiZMLn7y5eRoZzR5Ntp5/7S7u9fYsQUegcegDybgOdgF78AMzAFx9pzY+ego960rXOOebqBOq+E8BOfC/fwdDq40Sw==</latexit>

x̃µ
i

<latexit sha1_base64="nBhh74IkO32v6h2/wF/CpZM0vnQ=">AAAD0HicnVNbi9NAFE4TL2u8bFcffRkshRZiaBZRQQqLVvHFpcp2u7jTDZPJJB06k4SZiTbEIL7683zzD/g7nKTxshcFPSTk8J3vO3PyzUyQMSrVaPS1Y1qXLl+5unXNvn7j5q3t7s7tQ5nmApMZTlkqjgIkCaMJmSmqGDnKBEE8YGQerJ7V9fk7IiRNkwNVZGTBUZzQiGKkNOTvdL71IaPcLwsAVQogTSJVVABGAuGSnNTwdEkHUFEWEjB3YEAUcmCMOEfDqirfVnYfKrJWJRIxp0nll/AJ+EGvAIAMJTEjf2sDoGg4dn/6kzEc/8sM4E/S+wUoIUYMPK/88FeHsJWBetbmGTRN9SQ0XiokRPq+9WJ4qjUYt245Lf+/PUMsW6LxRjOtyv0aa1rvO2ByQd9JzWn5G3HVfv0DrX3hl3TV7EWz6NqnJ5Dn9mrsOa7rOhO/2xu5oybA+cRrk57RxtTvfoFhinNOEoUZkvLYG2VqoXdZUcxIZcNckgzhFYrJsU4TxIlclM2BrEBfIyGIUqHfRIEG/V1RIi5lwQPN5Egt5dlaDV5UO85V9HhR0iTLFUnwZqEoZ0DbVZ9uEFJBsGKFThAWVM8K8BJpz5S+A7Y2wTv7y+eTw13Xe+juvn7Q23va2rFl3DXuGQPDMx4Ze8ZLY2rMDGy+MqX5waysN9ba+mh92lDNTqu5Y5wK6/N3UEc25w==</latexit>

k = 1, ..., D
<latexit sha1_base64="Eqna/sp/rAJ+CHoCgAjaaVhv+KQ=">AAAD0HicnVNbi9NAFJ4mXtZ42a4++jJYCi3E0CyighQWXcUXS5XtdnGnGyaTSTp0JgmZiTbEIL7683zzD/g7nKTxshcFPSTk8J3vO3PyzYyfcibVaPS1Y5iXLl+5unXNun7j5q3t7s7tQ5nkGaEzkvAkO/KxpJzFdKaY4vQozSgWPqdzf/Wsrs/f0UyyJD5QRUoXAkcxCxnBSkPeTudbH3EmvLKASCUQsThURQVRmGFS0pMani7ZACnGAwrnNvKpwjaKsBB4WFXl28rqI0XXqsRZJFhceSV6An/QKwgRx3HE6d/aQJQ1HKs//ckYjv9lBvgn6f0ClohgDp9XXvCrQ9DKYD1r8wyapnoSFi0VzrLkfevF8FRrOG7dslv+f3uGebrE441mWpWTGmtaT2y4f0Hf/ZrT8jfiqv16B1r7wivZqtmLZtG1x06QyC02dm3HceyJ1+2NnFET8HzitkkPtDH1ul9QkJBc0FgRjqU8dkepWuhdVoxwWlkolzTFZIUjeqzTGAsqF2VzICvY10gAwyTTb6xgg/6uKLGQshC+ZgqslvJsrQYvqh3nKny8KFmc5orGZLNQmHOo7apPNwxYRonihU4wyZieFZIl1p4pfQcsbYJ79pfPJ4e7jvvQ2X39oLf3tLVjC9wF98AAuOAR2AMvwRTMADFeGdL4YFTmG3NtfjQ/bahGp9XcAafC/PwdXFc27w==</latexit>

i = 1, ..., N

<latexit sha1_base64="SAaULAY2qaZqgvB0jusLPvfhrFs=">AAADyXicnVJdi9NAFJ0m6q7xY7v66MtgKbRQS7uIK0hh0boIwlJhu13sdMNkMkmHziRxMlkbhzz5D33zyb/iJI0f+6Ggl4Rczj3nzs2Z6yWcpWow+Nqw7Bs3b21t33bu3L13f6e5++AkjTNJ6JTEPJanHk4pZxGdKqY4PU0kxcLjdOatXpX12TmVKYujY5UndCFwGLGAEawM5O42vrURZ8LVOUQqhohFgcoLiAKJiaZnJTxZsg5SjPsUznrIowr3UIiFwN2i0O8Lp40UXSuNZShYVLgavYA/6AWEiOMo5PRvbSCSFcdpT34yuqN/mQH+SfokhxoRzOHrwvV/dfBrGSxnrZ5O1dRMwsKlwlLGH2svuhdaw1HtVq/m/7dnmCdLPNpoJoU+KrGq9VEPjq/pOy45NX8jLuqve2y0h65mq+ouqkPXLjtDInPGjttsDfqDKuDVZFgnLVDHxG1+QX5MMkEjRThO0/lwkKiFuV7FCKeFg7KUJpiscEjnJo2woOlCV5tYwLZBfBjE0ryRghX6u0Jjkaa58AxTYLVML9dK8LraPFPB84VmUZIpGpHNQUHGofGpXGvoM0mJ4rlJMJHMzArJEhuzlFn+0oTh5V++mpzs9YfP+nvvnrYOXtZ2bINH4DHogCHYBwfgDZiAKSDWocWtzDq339of7LX9aUO1GrXmIbgQ9ufvCC008A==</latexit>

D

Random Features

Previous results

Gaussian Equivalence Theorem: in the large N, D, P limit (with
a ⌘ P/N, aT ⌘ P/D fixed)
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Convex 
(Linear)

<latexit sha1_base64="simnQGMsFfFpLuXY0qH7qvI9svs=">AAADtXicnVJbi9NAGJ0mXtZ46+qjL4Ol0EItbRF3YSksuopPS4Xtttip4ctkkg6dXJhM1BDmF/rmm//GSRove1HQISEf5zvn5MvJ56WCZ2o0+tay7Bs3b93eu+PcvXf/wcP2/qPzLMklZXOaiEQuPciY4DGbK64EW6aSQeQJtvC2r6r+4iOTGU/iM1WkbB1BGPOAU1AGcvdbX7pE8MgtC0xUggmPA1VoTAIJtGQfKni24T2iuPAZXgyIxxQMSAhRBH2ty/fa6RLFPqsSZBjxWLslOcI/6BpjIiAOBfubDSay5jjd2U9Gf/ovM+A/SZ8VuCQUBH6tXf+Xg9/IcDVrffVqUzMJDzcKpEw+NVn0L1jjaZPWoOH/d2Yg0g1Md5qZLk8rrLY+HeCTa3xPKk7D34l183TPtPPGLflWu+3OaDiqD75ajJuig5ozc9tfiZ/QPGKxogKybDUepWptfqXiVDDtkDxjKdAthGxlyhgilq3Leus07hrEx0EizR0rXKO/K0qIsqyIPMOMQG2yy70KvK63ylVwuC55nOaKxXT3oiAX2GRSrTD2uWRUicIUQCU3s2K6AROMMovumBDGlz/5anE+GY5fDCfvnneOXzZx7KEn6CnqoTE6QMfoLZqhOaLWxFpaYHn2gb22fTvYUa1Wo3mMLhw7+Q7Oiy4S</latexit>

Fik

<latexit sha1_base64="RFwx1L2EYuy8+CiYBqcWbD92Ijk=">AAADvnicnVJbi9NAGJ0mXtZ42a4++jJYCi3UpV1EhaVQdBWflgrb7WKnGyaTSTp2JgkzE20I8yfFF/+NkzRe9qKgQ0I+znfOyZeTL8g4U3o4/NZy3Bs3b93euePdvXf/wW577+GpSnNJ6IykPJVnAVaUs4TONNOcnmWSYhFwOg/Wr6v+/BOViqXJiS4yuhQ4TljECNYW8vdaX7uIM+GXBUQ6hYglkS4MRJHEpKTnFTxdsR7SjIcUzgcooBoPUIyFwH1jyg/G6yJNN7rEMhYsMX6JDuEPuoEQcZzEnP7NBiJZc7zu9CejP/6XGeCfpE8LWCKCOXxj/PCXQ9jIYDVrffVqUzsJi1caS5l+brLoX7CG4yatQcP/78wwz1Z4vNVMTXlcYbX18QAeXeN7VHEa/lZsmqd/YrVv/ZKtjbfx1+dI5H67M9wf1gdeLUZN0QHNmfrtLyhMSS5oognHSi1Gw0wv7T/VjHBqPJQrmmGyxjFd2DLBgqplWa+fgV2LhDBKpb0TDWv0d0WJhVKFCCxTYL1Sl3sVeF1vkevo5bJkSZZrmpDti6KcQxtOtcswZJISzQtbYCKZnRWSFbYJabvxng1hdPmTrxanB/uj5/sH7591Jq+aOHbAY/AE9MAIvAAT8A5MwQwQ59DBzkdn7U7cyBVuuqU6rUbzCFw47uY7kIMxeQ==</latexit>

xµ
k

<latexit sha1_base64="7XJzv5r7lwnOmBF0PGvdvZHTDjI=">AAADxXicnVJba9swFFbsXbrslm6PexELgQSykJSxDUagdN3lqWTQNGVRamRZtkUk2ZPkrsaY/ce9jf2ZyY536WWD7WCjwznf9+n48/FTzrQZj7+2HPfa9Rs3t261b9+5e+9+Z/vBkU4yReicJDxRxz7WlDNJ54YZTo9TRbHwOV3461dVf3FKlWaJPDR5SlcCR5KFjGBjS95261sPcSa8IofIJBAxGZq8hChUmBT0pCrPYtZHhvGAwsUQ+dTgIYqwEHhQlsWHst1Dhp6ZAqtIMFl6BXoJf8BLCBHHMuL0bzIQqRrT7s1+IgbTf5kB/on6JIcFIpjD16UX/FIIGhqsZq2ffi1qJ2FRbLBSyafGi8E5aTht3Bo2+P/2DPM0xtMNZ1YWB1Wtlj4Ywv0rdPcrTIPfkMvm9A4t941XsHXZbu4889gJEpnX6Y5H4zrg5WTSJF3QxMzrfEFBQjJBpSEca72cjFOzsr/WMMKplc80TTFZ44gubSqxoHpV1FtYwp6tBDBMlH2lgXX1d0aBhda58C1SYBPri72qeFVvmZnwxapgMs0MlWRzUZhxaD2qVhoGTFFieG4TTBSzs0ISY2uUsYvftiZMLn7y5eRoZzR5Ntp5/7S7u9fYsQUegcegDybgOdgF78AMzAFx9pzY+ego960rXOOebqBOq+E8BOfC/fwdDq40Sw==</latexit>

x̃µ
i

<latexit sha1_base64="nBhh74IkO32v6h2/wF/CpZM0vnQ=">AAAD0HicnVNbi9NAFE4TL2u8bFcffRkshRZiaBZRQQqLVvHFpcp2u7jTDZPJJB06k4SZiTbEIL7683zzD/g7nKTxshcFPSTk8J3vO3PyzUyQMSrVaPS1Y1qXLl+5unXNvn7j5q3t7s7tQ5nmApMZTlkqjgIkCaMJmSmqGDnKBEE8YGQerJ7V9fk7IiRNkwNVZGTBUZzQiGKkNOTvdL71IaPcLwsAVQogTSJVVABGAuGSnNTwdEkHUFEWEjB3YEAUcmCMOEfDqirfVnYfKrJWJRIxp0nll/AJ+EGvAIAMJTEjf2sDoGg4dn/6kzEc/8sM4E/S+wUoIUYMPK/88FeHsJWBetbmGTRN9SQ0XiokRPq+9WJ4qjUYt245Lf+/PUMsW6LxRjOtyv0aa1rvO2ByQd9JzWn5G3HVfv0DrX3hl3TV7EWz6NqnJ5Dn9mrsOa7rOhO/2xu5oybA+cRrk57RxtTvfoFhinNOEoUZkvLYG2VqoXdZUcxIZcNckgzhFYrJsU4TxIlclM2BrEBfIyGIUqHfRIEG/V1RIi5lwQPN5Egt5dlaDV5UO85V9HhR0iTLFUnwZqEoZ0DbVZ9uEFJBsGKFThAWVM8K8BJpz5S+A7Y2wTv7y+eTw13Xe+juvn7Q23va2rFl3DXuGQPDMx4Ze8ZLY2rMDGy+MqX5waysN9ba+mh92lDNTqu5Y5wK6/N3UEc25w==</latexit>

k = 1, ..., D
<latexit sha1_base64="Eqna/sp/rAJ+CHoCgAjaaVhv+KQ=">AAAD0HicnVNbi9NAFJ4mXtZ42a4++jJYCi3E0CyighQWXcUXS5XtdnGnGyaTSTp0JgmZiTbEIL7683zzD/g7nKTxshcFPSTk8J3vO3PyzYyfcibVaPS1Y5iXLl+5unXNun7j5q3t7s7tQ5nkGaEzkvAkO/KxpJzFdKaY4vQozSgWPqdzf/Wsrs/f0UyyJD5QRUoXAkcxCxnBSkPeTudbH3EmvLKASCUQsThURQVRmGFS0pMani7ZACnGAwrnNvKpwjaKsBB4WFXl28rqI0XXqsRZJFhceSV6An/QKwgRx3HE6d/aQJQ1HKs//ckYjv9lBvgn6f0ClohgDp9XXvCrQ9DKYD1r8wyapnoSFi0VzrLkfevF8FRrOG7dslv+f3uGebrE441mWpWTGmtaT2y4f0Hf/ZrT8jfiqv16B1r7wivZqtmLZtG1x06QyC02dm3HceyJ1+2NnFET8HzitkkPtDH1ul9QkJBc0FgRjqU8dkepWuhdVoxwWlkolzTFZIUjeqzTGAsqF2VzICvY10gAwyTTb6xgg/6uKLGQshC+ZgqslvJsrQYvqh3nKny8KFmc5orGZLNQmHOo7apPNwxYRonihU4wyZieFZIl1p4pfQcsbYJ79pfPJ4e7jvvQ2X39oLf3tLVjC9wF98AAuOAR2AMvwRTMADFeGdL4YFTmG3NtfjQ/bahGp9XcAafC/PwdXFc27w==</latexit>

i = 1, ..., N

<latexit sha1_base64="SAaULAY2qaZqgvB0jusLPvfhrFs=">AAADyXicnVJdi9NAFJ0m6q7xY7v66MtgKbRQS7uIK0hh0boIwlJhu13sdMNkMkmHziRxMlkbhzz5D33zyb/iJI0f+6Ggl4Rczj3nzs2Z6yWcpWow+Nqw7Bs3b21t33bu3L13f6e5++AkjTNJ6JTEPJanHk4pZxGdKqY4PU0kxcLjdOatXpX12TmVKYujY5UndCFwGLGAEawM5O42vrURZ8LVOUQqhohFgcoLiAKJiaZnJTxZsg5SjPsUznrIowr3UIiFwN2i0O8Lp40UXSuNZShYVLgavYA/6AWEiOMo5PRvbSCSFcdpT34yuqN/mQH+SfokhxoRzOHrwvV/dfBrGSxnrZ5O1dRMwsKlwlLGH2svuhdaw1HtVq/m/7dnmCdLPNpoJoU+KrGq9VEPjq/pOy45NX8jLuqve2y0h65mq+ouqkPXLjtDInPGjttsDfqDKuDVZFgnLVDHxG1+QX5MMkEjRThO0/lwkKiFuV7FCKeFg7KUJpiscEjnJo2woOlCV5tYwLZBfBjE0ryRghX6u0Jjkaa58AxTYLVML9dK8LraPFPB84VmUZIpGpHNQUHGofGpXGvoM0mJ4rlJMJHMzArJEhuzlFn+0oTh5V++mpzs9YfP+nvvnrYOXtZ2bINH4DHogCHYBwfgDZiAKSDWocWtzDq339of7LX9aUO1GrXmIbgQ9ufvCC008A==</latexit>
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II. THE TYPICAL GEOMETRY VS
OVERPARAMETRIZATION

In the following we consider the primitive loss function that
counts the number of misclassified patterns in the training set
whose stability is greater than a given margin of ^ � 0. For
each pattern, the stability �` is defined as the product of the
pre-activation of the output unit _` (w) and the binary label of
pattern H

` = ±1:

�` (w) ⌘ H
`
_
` (w) (2)

where

_
` (w) ⌘ 1p

#

#’
8=1

F8 f

 
1p
⇡

⇡’
:=1

�:8b
`
:

!
(3)

The loss function per pattern is defined as

✓#⇢ (��` (w); ^) = ⇥ (��` (w) + ^) (4)

where ⇥(·) is the Heaviside step function: ⇥ (G) = 1 if G > 0
and zero otherwise. For ^ = 0 this loss reduces to the one that
counts the number of training errors; with a slight abuse of
language we call it “number-of-errors loss” even if the margin
is non-zero. For the analytical study, we will be interested in
the large-size limit, where our calculations can be performed
by asymptotic methods: # , ⇡, % ! 1 while keeping finite
the ratios

U ⌘ %

#

, U) ⌘ %

⇡

, U⇡ ⌘ #

⇡

, (5)

where clearly U) = U
U⇡

. In order to compute the typical
properties of the solution space, the key quantity of interest is
the averaged free entropy of the model, i.e.

q = lim
# ,%,⇡!1

1
#

hln /ib ,� (6)

where we denoted with h•ib ,� the average over both the pat-
terns (including the desired outputs and thus the teacher) and
the features. Here / denotes the partition function of the model
which reads

/ (V) =
’
w

4
�VÕ%

`=1 ✓#⇢ (��` (w);^) (7)

For generic V, / (V) is the generating function in the variable
4
�V of the number of errors. In the analytical computations

however we have only considered the large V limit, where the
partition function reduces to the number of zero-error config-
urations (solutions):

/ =
’
w

%÷
`=1

⇥ (�` (w) � ^) ⌘
’
w

Xb ,� (w; ^) (8)

where Xb ,� is the indicator function that a pattern is being
correctly and robustly classified.

We also define the maximum margin ^max (U) for a fixed
value of U as the value of ^ for which q = 0 in the V ! 1
limit. The “interpolation threshold” U2 is instead defined as
the value of U for which zero-margin solutions disappear, i.e.
with high probability solutions cease to exist for U > U2 .

The averages of the logarithm in eq. (6), give access to
the most probable number of solutions for a randomly cho-
sen training set, and can be computed by asymptotic methods
developed in the theory of disordered systems, either the so
called replica method or the cavity method [19].

Phase diagram. Before diving into details, we anticipate
our most relevant result. The phase diagram of the model is
reported in Fig. 1. The plane (U) , U) is divided into three
distinct regions:

(1) an UNSAT region when the value of the density of con-
straints exceeds the interpolation threshold: U > U2 (U) ). As
we have anticipated, in this region there exists no configu-
ration of weights that is able to fit all the training set data.
This threshold is independent of the learning algorithm, but
it depends only on the properties of training data and of the
architecture. On the other hand for U < U2 (U) ) we have a
SAT region, so in principle the complexity of the model is able
to reproduce the data.

(2) for ULE (U) ) < U < U2 (U) ), despite there exist configu-
rations of weights that fit all the training set, they are not easily
accessible. We explain this by noticing that those solutions are
either completely isolated or are located inside a dense region
having a small characteristic size.

(3) for U  ULE (U) ) a wide and flat region of solutions
extending to very large scales appears. Those configurations
are also easily accessible by algorithms. We call the threshold
ULE (U) ) the Local Entropy transition. ULE can therefore be
interpreted as an upper bound to the algorithmic threshold of
algorithms.

As a confirmation to that we show in the inset of Fig. 1
the train error of the three representative algorithms, namely
Simulated Annealing (SA) [20], Belief-Propagation (BP) and
Stochastic BP-inspired (SBPI) [21]. None of them is able to
find solutions beyond the local entropy transition.

Typical solutions. Using the replica method in its replica
symmetric (RS) version (see SI), the averaged free entropy
turns out to depend on the “order parameters” @, ?, ?3 , A
and their conjugate Lagrange multipliers @̂, ?̂, ?̂3 , Â. Geo-
metrically @ represent the typical overlap between a pair of
solutions; ? is the typical overlap between a pair of solutions
projected in the teacher space (which has dimension ⇡), the
projection being performed simply by using the feature matrix
�:8; ?3 is the typical squared norm of a projected solution
and finally A denotes the typical overlap between a projected
solution and the teacher.

Eventually, q can be found by optimizing over eight order
parameters

q = argmax
@,@̂,?, ?̂,?3 , ?̂3 ,A ,Â

q'( (@, @̂, ?, ?̂, ?3 , ?̂3 , A, Â) (9)

where q'( is the RS expression for q (see SI). Knowing the

P= # data points
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<latexit sha1_base64="L0IXTq3QdLtnk/B1f4eD72EwlR0=">AAACN3icbVBNTxsxEPVC+QofDfTIxSJCggPRLqqACxKil54iKjUEKRtWXmc2WLG9iz0GotX+q174G9zaSw+tql77D3BCDuXjSSM9vTejmXlpIYXFMPwezMy+m5tfWFyqLa+srr2vr2+c29wZDm2ey9xcpMyCFBraKFDCRWGAqVRCJx1+GvudGzBW5PorjgroKTbQIhOcoZeSems7RrjD0oqBrnbizDBextapRNCOrxiF7AO9S8RlrFzlrWuDZauq6N5wlx7T0ViutS5jVzBj8tuk3gib4QT0NYmmpEGmOEvqD3E/506BRi6Ztd0oLLBXMoOCS6hqsbNQMD5kA+h6qpkC2ysnf1d02yt9muXGl0Y6Uf+fKJmydqRS36kYXtmX3lh8y+s6zI56pdCFQ9D8aVHmJMWcjkOkfWGAoxx5wrgR/lbKr5jPDn3UNR9C9PLl1+R8vxkdNPe/fGycnE7jWCSbZIvskIgckhPymZyRNuHkG/lBfpHfwX3wM/gT/H1qnQmmMx/IMwT/HgG0ea0A</latexit>

N"<latexit sha1_base64="cJ3lUGkGWwaRLr0XLdqSsIEo9Kc=">AAACQ3icbVBNTxsxFPQCLXT7ldJjLxZRJHpotIuqwgUJwaUnBBIhqNmw8jpvgxXbu7WfC9Fq/1sv/QPc+ANcOLRCXJFwQg58dKQnjWbe6NmTlVJYjKKLYG5+4cXLxaVX4es3b9+9b3xYPrSFMxw6vJCFOcqYBSk0dFCghKPSAFOZhG422pn43V9grCj0AY5L6Cs21CIXnKGX0saPVoJwhpUVQ12vJrlhvEqsU6mgXT8JCjkAepaK40S52ls/DVa7dU2/jD7TTTqeyGFr9zhxJTOmOA2TQXGqpzRtNKN2NAV9TuIZaZIZ9tLGuQ9zp0Ajl8zaXhyV2K+YQcEl1GHiLJSMj9gQep5qpsD2q2kHNW15ZUDzwvjRSKfqw0TFlLVjlflNxfDEPvUm4v+8nsN8o18JXToEze8P5U5SLOikUDoQBjjKsSeMG+HfSvkJ8z2irz30JcRPv/ycHK6142/ttf2vza3tWR1L5BNZIaskJutki3wne6RDOPlNLslf8i/4E1wF18HN/epcMMt8JI8Q3N4BoJax5g==</latexit>
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Continuous networks have differences

Let’s consider the simplest non convex continuous network: the negative 
margin spherical perceptron.

<latexit sha1_base64="Tu4v7KT/ilZy77SOg87v/mmeHSk=">AAAD2niclVLLbtNAFHVsHsU8msKSzRVRpCJMZFe8JBRUAQtWVXmkiZRJrfFkHI86fuAZt4msYcEGEFt+jCWfwR8wdhwgLSAxGkvH5557z72jG2ScCem631qmde78hYsbl+zLV65e22xvXT8QaZETOiApT/NRgAXlLKEDySSnoyynOA44HQZHz6r48JjmgqXJG7nI6CTGs4SFjGCpKX+r9b2LMM8i3EdhjkmJOoAcQJLOZZlhKWmeCKXW6BPKZlKTdnfus0MUF32UxeABetwIANG4PGEyUqA0mTWlPVXuqFpVXadBrO85vV7P2bO7i/8uZndRmOaYcw1qdciS6cpj6LNfZURBIpARluqnT82/ZrNEbSNRxH6pW1GHe3VeM9ltWJMNAZFpKgHmy+BqlvouGwEdqNp6TrnElUr3/7Zgx7BY/vzFCEF/pXBgZVO7rNV6Ai7AP2zrkVkCqLzrOXc8pOwVowVYRkFQvlJ+u+P23PrAWeA1oGM0Z99vf0XTlBQxTSThWIix52ZyUuJcMsKpslEhaIbJEZ7RsYYJjqmYlPVuKuhqZgq6S/0lEmr294wSx0Is4kArqw7F6VhF/ik2LmT4aFKyJCskTcjSKCw4yBSqRYcpyymRfKEBJjnTvQKJsN4dvdNCv4F3euKz4GCn5z3o3X95r7P7tHmNDeOmccvYNjzjobFrvDD2jYFBzJH5zvxgfrSQ9d76ZH1eSs1Wk3PDWDvWlx+8GDOb</latexit>

Wi 2 R
<latexit sha1_base64="Rf1PqzbSL5DYjXD+I2bPw20HIrc=">AAAD8HiclVJNb9NAEHVtoCV8pXDkMiKKVISJ7IgvCQVVwIFTVD7SVMom1nqzjlddr4133Say/C84cAHElX/DkX/D2nEoSQGJ1Voav3kz781q/IQzqRznx5ZpXbh4aXvncuPK1WvXbzR3bx7KOEsJHZCYx+mRjyXlTNCBYorToySlOPI5HfrHL8r88ISmksXinVokdBzhmWABI1hpyNs1t9sI8yTEPRSkmOSoBcgGpOhc5QlWiqZCFsUafErZTGmw0Z57bIKirIeSCFxAT2sCIBrlp0yFBRQaTOrWbpF3i4pVXruOWM+1O52O3W+0F//drNFGQZxiznVQsQMmpiuNocfO2siMhKBCrIpfOhX+ls1EsYdkFnm5tlJM+lVdPdldWKMNAZFprADmy+RqluoujYBOlLZeUq5wydL+32fsBBbLn78IIeitGDasZCqVtV7PwAH4h2w1MhOA8vuufc9FxRmkGViFvp+/KRqbLibdXt9rtpyOUx04H7h10DLqc+A1v6NpTLKICkU4lnLkOoka5zhVjHCqRTJJE0yO8YyOdChwROU4rza2gLZGpqC9608oqNDfK3IcSbmIfM0sbcvNXAn+KTfKVPBknDORZIoKshQKMg4qhnL9YcpSShRf6ACTlGmvQEKsN0pvutRv4G5OfD447HbcR52Hrx+09p/Xr7Fj3DbuGHuGazw29o1XxoExMIgpzA/mJ/OzlVofrS/W1yXV3Kprbhlrx/r2E+ygOow=</latexit>

NX

i=1

W 2
i = N

<latexit sha1_base64="QkKxkCazNa0Bu8rZR/dKTCdaZqY=">AAAD9HiclVPLbtNAFHVtHsUFmsKSzRVRUBHGsiNeEgqqgAWrqDzSVMok0XgyjkcdP/CM00SW/4MFG0Bs+ReW/A1jx6EkBSRGY+n43DP3nGuNvYQzIR3nx5ZuXLh46fL2FXPn6rXru429G0cizlJCeyTmcXrsYUE5i2hPMsnpcZJSHHqc9r2TF2W9P6OpYHH0Ti4SOgzxNGI+I1gqaryn77QQ5kmAO8hPMclRE5AFSNK5zBMsJU0jURRr9CllU6lIszUfsxEKsw5KQnABPa0FgGiYnzIZFFAoMqlbu0XeLipVua0asY5r2bZtdc3W4r+bmS3kxynmXIFK7bNosvLoj9lZG5GRAGSAZfHLp+LfsmlU7CORheNcRSlG3epcPdldWJP1AZFJLAHmy+Jqlmovg4AqlLFeUi5xqVL532dsBovly1+MEHRWCgtWNpXLWq9n4AD8w7YamUWA8vuudc9FxRmlFFgGnpe/UeRmjFG70zXRnXGj6dhOteA8cGvQ1Op1OG58R5OYZCGNJOFYiIHrJHKY41QywmlhokzQBJMTPKUDBSMcUjHMq1tbQEsxE1D51RNJqNjfT+Q4FGIRekpZRhebtZL8U22QSf/JMGdRkkkakaWRn3GQMZS/AExYSonkCwUwSZnKCiTA6lap2y7UN3A3Jz4Pjtq2+8h++PpB8+B5/TW2tVvabW1fc7XH2oH2SjvUehrRU/2D/kn/bMyMj8YX4+tSqm/VZ25qa8v49hNHfDtl</latexit>

&

<latexit sha1_base64="/3ntSrCLIyO+2NQ7M5Va5fzDD7Q=">AAAEOniclVPLbtNAFHUdHsU8msKSzRVRUCtcy454SShVBSxYVS2QplImicaTcTLK+IFn3Cay/F8s+AmWbFiwAcSWD2DsOEmTwoLRWLpz7pl7zh3PuBFnQtr2lw29cuXqteubN4ybt27f2apu3z0RYRIT2iIhD+NTFwvKWUBbkklOT6OYYt/ltO2OX+X59hmNBQuD93Ia0a6PhwHzGMFSQf1t/biOMI9GuIm8GJMU1QCZgCSdyDTCUtI4EFm2Ap9TNpQKNOqTPushP2miyAcH0IuSAIj66TmTowwyBUZlaSdLG1nByqdZRqzpmJZlmYdGffrfxYw68sIYc66Cgu2xYDDXaPfZsoxIyAjkCMtsoVPg79gwyHaQSPx+qqxkvcNiX9nZLqzQ2oDIIJQAk1myPm8mnwsvoHL56jXlEudE1cKHhJ3BdLb4hxaC5pxhwlypEDKcVbOLwnvj3bl+kQ/jxfkuxfdhvOpmH2wAuGh91XhxbiwAlO455iMHZUtIMbAcuW76VoHrjfQaTfUT0cN+tWZbdjHgcuCUQU0rx1G/+hkNQpL4NJCEYyE6jh3JbopjyQinmYESQSNMxnhIOyoMsE9FNy3ufgZ1hQxANaC+QEKBXtyRYl+Iqe8qZu5drOdy8G+5TiK9592UBVEiaUBmQl7CQYaQPyQYsJgSyacqwCRmyiuQEVZ3U70Zoc7AWe/4cnDSsJyn1pPjx7WDl+VpbGr3tQfajuZoz7QD7Y12pLU0on/Uv+rf9R+VT5VvlZ+VXzOqvlHuuaetjMrvPwV/VIg=</latexit>

1 = Sign(�µ � k) or �µ > k
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Figure 1. Phase diagram of the negative spherical perceptron. The light blue line represents the SAT/UNSAT transition computed in the
Replica-Symmetric approximation as presented originally in Gardner-Derrida’s work [32]. This line is correct only in the region ^ � 0,
where the model is convex. A better approximation to the SAT/UNSAT transition is the orange line, which is computed here using the 1RSB
approximation. The other lines were computed in [32] and [33]. The green line represents the De Almeida-Thouless instability of the RS
ansatz: when one crosses UdAT for ^ > ^1RSB one goes from an RS to a fRSB phase; when ^RFOT < ^ < ^1RSB one instead goes from RS to a
1RSB stable phase. For a value of ^ < ^RFOT one encounters several transitions when U is increased: the dynamical or clustering transition
Udyn (blue line), the Kauzmann transition (green line) and the Gardner transition (in red). For U < Udyn the system is RS. For Udyn < U < UK
the system is in a dynamical 1RSB phase, where @1 > @0 and the Parisi block parameter < = 1. For UK < U < UG the Gibbs measure is
dominated by a 1RSB solution having < < 1. Above the Gardner transition U > UG the system is fRSB. Note that the dynamical transition
presented in [33] is slightly below the one presented here [34].

the margin ^ (that we will denote from now on as ^max (U) 3),
i.e. to the maximization of the distance from the point obta-
cles. Because of isomorphism with the problem of packing of
spheres, the negative perceptron problem has been studied us-
ing the replica method in [33], where the whole phase diagram
of typical solutions has been derived. In particular the authors
showed that for low enough margin the model exhibits the clas-
sical Random First Order Transition (RFOT) phenomenology:
increasing U for a fixed ^ one first finds a clustering transition,
then a Kautzmann transition and finally a Gardner transition.
For clarity, we have plotted those lines in Fig. 1; we refer to
the caption of the figure and the paper [33] for their precise
definitions. In the same paper, the critical exponents were
calculated on the jamming line and they appeared to be equal
to the ones found in the jamming of hard spheres in infinite
dimensions [37].

3 ^max (U) is simply the inverse function of the SAT/UNSAT transition
U2 (^ ) mentioned before.

In another work [35], Montanari and coworkers studied
the performance of several algorithms by characterizing their
algorithmic threshold and compared it with rigorous upper
and lower bounds to the critical capacity U2. In particular
they showed that there exists a gap between the interpola-
tion threshold of Linear Programming (LP) algorithm and the
lower bound to U2. They also showed numerically that other
algorithms, such as Gradient Descent (GD) and Stochastic GD
(SGD) on the cross-entropy loss function, behave much better
since they have a much higher algorithmic threshold with re-
spect to the one of LP. This raised the question of the existence
of a fundamental computational barrier (such as is common
in binary CSPs), whereby no algorithm may able to reach the
SAT/UNSAT U2 transition.

In a previous work [38], the authors presented an algo-
rithm based on the Incremental Approximate Message Passing
(IAMP), developed in [39, 40] for the Sherrington-Kirkpatrick
(SK) and the mixed ?�spin models, which is provably guaran-
teed to succeed arbitrarily close to the satisfiability threshold
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•Not directly related to computational hardness as the model is fRSB. 

•Still related to geometry and generalization.
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Figure 5. SAT/UNSAT and local entropy transitions as a function of ^ for the binary (left) and spherical (right) cases. The points represent the
highest value of U that we were able to reach at # = 1000 with several algorithms: fBP, SBPI [27] and Binary NET (BNET) [48] in the binary
case; fBP and SGD for the continuous case. In the spherical case we plot the critical capacity both in the RS and 1RSB approximations. Notice
also that in this case the local entropy transition coincides with the SAT/UNSAT transition for ^ � 0, since the solution space is connected and
convex.

extends to very large scales [12, 29]. For U = ULE, there ap-
pears at small distances another point where the derivative mqFP

m3

vanishes. For U > ULE the local entropy is non-monotonic and
it has a local maximum at a distance 3¢ < 3typ (U): this sug-
gests that the most robust solutions are no longer located in
regions that extend to arbitrary large distances, but that have a
typical size 3¢ instead. This Local Entropy transition [12, 29]
occurring at ULE (^) can therefore be interpreted as the point
at which the cluster of atypical robust solutions fractures in
many pieces.

In [29] the local entropy transition has been computed for
the binary perceptron model for ^ = 0 and it has been shown
that it gives similar results to the more precise method of find-
ing the reference that maximizes the local entropy at every
distance [12]. In the same works, moreover, it has been shown
that this change in the geometry of atypical solutions strongly
affects the behaviour of algorithms: no known algorithm is
able to find solutions for U > ULE. We plot in Fig. 5 the
local entropy transition as a function of ^ for the binary (left
panel) and for the spherical case (right panel). In the same
plots we show the algorithmic threshold of several algorithms.
In the same plots we show the SAT/UNSAT transition, which
was computed by using the zero entropy criterium in the binary
case [18] and by using the RS and 1RSB approximations in the
spherical case. In the left panel of Fig. 5 we can see that in the
binary case no algorithm is able to cross the local entropy tran-
sition; in addition fBP which is an algorithm designed to target
maximally entropic regions appears to stop working exactly at
the local entropy transition. In the spherical case, this is not
the case: even if the atypical states fracture in many pieces,
algorithms are still able to overcome the threshold and find
solutions. Indeed the landscape of solutions is very different
in the two models: in the spherical case even typical solutions
are surrounded by an exponential number of solutions up to
capacity. The algorithmic thresholds plotted in the right panel

of Fig. 5 seem to suggest that algorithms are able to reach the
SAT/UNSAT transition of the model, especially knowing that
taking into account higher order RSB corrections can consid-
erably lower the estimate of U2. Binary and spherical models
are thus significantly different from the optimization point of
view.

Notice that the computation of ULE could still be very im-
precise in the spherical case because of the presence of large
RSB effects. However, when ^ is near zero, we expect the
RSB corrections to play a minor role and our computation to
be reliable; indeed the RS estimate of the maximum margin
configuration is expected to approximate quite well the true
value. On the other hand, when the margin is very negative,
the RS estimate of ^max is very imprecise (cf. Fig. 1); therefore
we expect our estimate of ULE to be imprecise as well. In the
appendix we describe a method to estimate the local entropy
transition that does not rely on the ability to sample a replica
in deep RSB phase; the method is therefore expected to give
much more precise estimates when ^ is large in modulus.

VI. NUMERICAL EXPERIMENTS

A. Numerical justification of the local entropy transition

While we expect to observe a clear difference in algorith-
mic behaviour between the discrete and continuous versions
of the model at the local entropy transition, we still expect to
observe in both cases a structural geometrical change. Be-
yond the local entropy transition the discrete model displays
a disconnected 1-RSB structure of solutions also at the out-
of-equilibrium level. On the contrary, the continuous version
displays a full-RSB structure which is expected to be accessi-
ble (though not particularly flat). For the discrete case several
works have already clarified the phenomenon both analytically
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Figure 6. Average maximum error fraction along the geodesic
path connecting two solutions (red points) and on the 2⇡ man-
ifold (“plane”) spanned by three solutions on the #-dimensional
hypersphere surface (blue points). A high error barrier between
solutions appears before the algorithmic threshold U2 , and its on-
set is compatible with the local entropy transition (in this case
ULE (^ = �0.5) ' 4.2). The two inset plots show the error on
the plane spanned by three solutions (represented by red dots at the
vertices of the triangle): for U < ULE, the error along the linear paths
(edges of the triangles) is tiny, and it is even smaller at the barycenter
of the plane; for U > ULE a high error peak appears in the barycen-
ter. Configurations were obtained by optimizing the hinge loss with
margin ^ = �0.5 using SGD. Points are averages over 20 realizations
of the patterns and 5 different runs for each dataset. The value of #
is 2000.

and numerically, see [26, 27, 29, 30]. Here we focus on the
continuous case.

We measure numerically the error of a weight vector w$

obtained as a convex combination of H solutions w0 with 0 =
1 , . . . , H and normalized on the sphere in # dimension of
radius

p
# , namely

w$ ⌘
p
#

Õ
H

0=1 W0w
0

kÕH

0=1 W0w
0k

,

H’
0=1

W0 = 1 , 80 : W0 � 0

(21)
The study of the training error around geodesic paths connect-
ing the same or different classes of solutions is actually an
interesting problem in its own right [49]. Here we provide
some preliminary numerical results on the simple cases H = 2
or 3 in which the solutions w0 are obtained with SGD with
the hinge loss ✓ (G) = max (0,�G) (the margin is included in
G, see eq. (16)). In particular, the case H = 2 amounts at com-
puting the barrier along a “linear” (geodesic) path connecting
two given solutions. This topic has been widely studied in
deep learning literature [8–10] as it is believed to be a good
proxy to probe the error landscape around solutions. Based
on the phenomenology exhibited by deep networks, we expect
two robust solutions to be connected by an almost zero error
path [10]. This is in fact what we observe in the overparame-
terized regime (low U), see Fig. 6. However, as the constraint
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Figure 7. Generalization error in the teacher student setting as a
function of the margin. The teacher assigns labels with zero margin,
while the students solve the problem at fixed negative margin ^. The
generalization error is then computed using zero margin (see text).
Results are averaged over 10 independent teacher realizations and 10
random restarts for each dataset.

density is increased, a barrier in the linear path connecting so-
lutions appears, in a region close to the RS estimate of the local
entropy transition. Moreover, if we study the error landscape
on the “plane” (2⇡ manifold) spanned by H = 3 solutions,
we see that, for U > ULE, a high error region appears in the
barycenter, signaling that right above the local entropy transi-
tion SGD starts to find solutions that are likely to be located in
different basins.

B. Connections with generalization

In order to probe numerically the computational advantages
of wide flat minima and to create a natural link to future studies
on multilayered models, we have analyzed the generalization
properties in a teacher-student setting. Specifically we gener-
ate data with a random teacher perceptron (^ = 0) and train a
student perceptron with negative ^. Once learning has com-
pleted, we test the generalization performance of the student
with zero margin. Remarkably, we find that – provided we
converge into wide flat minima – even learning with very neg-
ative values of ^ (a very under-constrained learning problem,
with very little signal coming for the training set) leads to good
generalization performance, see Fig. 7 for the continuous case.
Learning with fBP leads to minimizers which are well inside
the flat region and as such are effectively robust, even though
the robustness condition coming from the learning constraint
is very weak (the negative ^). Other algorithms display differ-
ent degree of robustness depending on the details, such as the
effective temperature W of the cross-entropy loss minimized by
SGD, or the cooling schedule for Simulated Annealing. Simi-
lar behaviours are found in the binary case, which we refer to
the appendix.

capacity generalization : learning with k<0, test with k=0

α = 0.5
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interesting problem in its own right [49]. Here we provide
some preliminary numerical results on the simple cases H = 2
or 3 in which the solutions w0 are obtained with SGD with
the hinge loss ✓ (G) = max (0,�G) (the margin is included in
G, see eq. (16)). In particular, the case H = 2 amounts at com-
puting the barrier along a “linear” (geodesic) path connecting
two given solutions. This topic has been widely studied in
deep learning literature [8–10] as it is believed to be a good
proxy to probe the error landscape around solutions. Based
on the phenomenology exhibited by deep networks, we expect
two robust solutions to be connected by an almost zero error
path [10]. This is in fact what we observe in the overparame-
terized regime (low U), see Fig. 6. However, as the constraint

Figure 7. Generalization error in the teacher student setting as a
function of the margin. The teacher assigns labels with zero margin,
while the students solve the problem at fixed negative margin ^. The
generalization error is then computed using zero margin (see text).
Results are averaged over 10 independent teacher realizations and 10
random restarts for each dataset.

density is increased, a barrier in the linear path connecting so-
lutions appears, in a region close to the RS estimate of the local
entropy transition. Moreover, if we study the error landscape
on the “plane” (2⇡ manifold) spanned by H = 3 solutions,
we see that, for U > ULE, a high error region appears in the
barycenter, signaling that right above the local entropy transi-
tion SGD starts to find solutions that are likely to be located in
different basins.

B. Connections with generalization

In order to probe numerically the computational advantages
of wide flat minima and to create a natural link to future studies
on multilayered models, we have analyzed the generalization
properties in a teacher-student setting. Specifically we gener-
ate data with a random teacher perceptron (^ = 0) and train a
student perceptron with negative ^. Once learning has com-
pleted, we test the generalization performance of the student
with zero margin. Remarkably, we find that – provided we
converge into wide flat minima – even learning with very neg-
ative values of ^ (a very under-constrained learning problem,
with very little signal coming for the training set) leads to good
generalization performance, see Fig. 7 for the continuous case.
Learning with fBP leads to minimizers which are well inside
the flat region and as such are effectively robust, even though
the robustness condition coming from the learning constraint
is very weak (the negative ^). Other algorithms display differ-
ent degree of robustness depending on the details, such as the
effective temperature W of the cross-entropy loss minimized by
SGD, or the cooling schedule for Simulated Annealing. Simi-
lar behaviours are found in the binary case, which we refer to
the appendix.

Results from statistical physics

Non-convex continuum models: linear mode
connectivity

Simplest non-convex, spherical model: negative perceptron.
Expected train error of the linear interpolation of y replicas

wg ⌘ Ây
a=1 gawa

kÂy
a=1 gawak

with Â
a

ga = 1

y = 2 y = 3
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Atypical solutions are surrounded by an exponentially higher number of solutions wrt typical.

Results from statistical physics

Typical VS atypical solutions in the negative spherical
perceptron

Atypical solutions are surrounded by an exponentially higher number of
solutions wrt typical ones.
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k max / LE

Correct regime for 
overparametrized NN models

𝛼 = 2, k=-0.5

Use BP to compute entropy 
around solutions

In neural network we expect a 
generalisation cross over at 𝛼LE

(detailed balance algorithm)



9

0.1
1

10
100

-1.6 -1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0

α

𝜅

negative binary perceptron αcαLESBPIBNET

1
10

100

-2.5 -2 -1.5 -1 -0.5 0 0.5
α

𝜅

negative spherical perceptron αRScα1RSBcαLEfBPSGD

Figure 5. SAT/UNSAT and local entropy transitions as a function of ^ for the binary (left) and spherical (right) cases. The points represent the
highest value of U that we were able to reach at # = 1000 with several algorithms: fBP, SBPI [27] and Binary NET (BNET) [48] in the binary
case; fBP and SGD for the continuous case. In the spherical case we plot the critical capacity both in the RS and 1RSB approximations. Notice
also that in this case the local entropy transition coincides with the SAT/UNSAT transition for ^ � 0, since the solution space is connected and
convex.

extends to very large scales [12, 29]. For U = ULE, there ap-
pears at small distances another point where the derivative mqFP

m3

vanishes. For U > ULE the local entropy is non-monotonic and
it has a local maximum at a distance 3¢ < 3typ (U): this sug-
gests that the most robust solutions are no longer located in
regions that extend to arbitrary large distances, but that have a
typical size 3¢ instead. This Local Entropy transition [12, 29]
occurring at ULE (^) can therefore be interpreted as the point
at which the cluster of atypical robust solutions fractures in
many pieces.

In [29] the local entropy transition has been computed for
the binary perceptron model for ^ = 0 and it has been shown
that it gives similar results to the more precise method of find-
ing the reference that maximizes the local entropy at every
distance [12]. In the same works, moreover, it has been shown
that this change in the geometry of atypical solutions strongly
affects the behaviour of algorithms: no known algorithm is
able to find solutions for U > ULE. We plot in Fig. 5 the
local entropy transition as a function of ^ for the binary (left
panel) and for the spherical case (right panel). In the same
plots we show the algorithmic threshold of several algorithms.
In the same plots we show the SAT/UNSAT transition, which
was computed by using the zero entropy criterium in the binary
case [18] and by using the RS and 1RSB approximations in the
spherical case. In the left panel of Fig. 5 we can see that in the
binary case no algorithm is able to cross the local entropy tran-
sition; in addition fBP which is an algorithm designed to target
maximally entropic regions appears to stop working exactly at
the local entropy transition. In the spherical case, this is not
the case: even if the atypical states fracture in many pieces,
algorithms are still able to overcome the threshold and find
solutions. Indeed the landscape of solutions is very different
in the two models: in the spherical case even typical solutions
are surrounded by an exponential number of solutions up to
capacity. The algorithmic thresholds plotted in the right panel

of Fig. 5 seem to suggest that algorithms are able to reach the
SAT/UNSAT transition of the model, especially knowing that
taking into account higher order RSB corrections can consid-
erably lower the estimate of U2. Binary and spherical models
are thus significantly different from the optimization point of
view.

Notice that the computation of ULE could still be very im-
precise in the spherical case because of the presence of large
RSB effects. However, when ^ is near zero, we expect the
RSB corrections to play a minor role and our computation to
be reliable; indeed the RS estimate of the maximum margin
configuration is expected to approximate quite well the true
value. On the other hand, when the margin is very negative,
the RS estimate of ^max is very imprecise (cf. Fig. 1); therefore
we expect our estimate of ULE to be imprecise as well. In the
appendix we describe a method to estimate the local entropy
transition that does not rely on the ability to sample a replica
in deep RSB phase; the method is therefore expected to give
much more precise estimates when ^ is large in modulus.

VI. NUMERICAL EXPERIMENTS

A. Numerical justification of the local entropy transition

While we expect to observe a clear difference in algorith-
mic behaviour between the discrete and continuous versions
of the model at the local entropy transition, we still expect to
observe in both cases a structural geometrical change. Be-
yond the local entropy transition the discrete model displays
a disconnected 1-RSB structure of solutions also at the out-
of-equilibrium level. On the contrary, the continuous version
displays a full-RSB structure which is expected to be accessi-
ble (though not particularly flat). For the discrete case several
works have already clarified the phenomenon both analytically

34
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Figure 13. Same as Fig. 7 in the main text, but in the case of binary weights for U = 0.5 and # = 1001. The algorithms are fBP, BinaryNet
(BNET), and SBPI. Results are averaged over 10 independent teacher realizations and 5 random restarts for each dataset.
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Large networks generalise optimally at negative stabilities in liquid flat regions

• In continuous models, overparameterization and negative k both increase 
(exponentially) the volume of minimisers (aka solutions)


• We need to find the minimisers which have good generalisations


• Barycentre of liquid regions (locally Bayesian)


•Specific large margin solutions are hard to find at zero training error
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• SGD with negative k in the hidden layers


• Smaller architectures with good generalization


• Continual & few-shot learning
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Some basic  results in asymmetric NN

20 40 60 80 100

0.2

0.4

0.6

BPI dynamics can be seen as a more sophisticated neuronal dynamics.
Experimentally it is able to �nd solutions of the �xed point equations for sizes in the range N ⇠ 8000 in

the regime JD > .3 (numbers to be con�rmed).

5 Properties of the solutions found byBPI versus naive dynam-
ics

We have compared solutions found by naive dynamics at JD = .8, and BPI dynamics at JD = .8 and at
JD = .4. In particular we have tested their stability against the naive dynamics, using the following protocole:

• When we have a solution s
⇤
i of the �xed-point equations, we perturb it to si where si is obtained from

s
⇤
i by randomly �ipping n ⌧ N spins.

• Then we run the naive dynamics (??) starting from si. We observe two situations. Either the dynamics
runs away until it will eventually �nd a very distant �xed point (with of the order of half the spins that
are �ipped from si), we then say that the point s⇤ is unstable.. Or it �nds a solution close to s⇤i , typically
at a distance of n0 spins �ipped with n

0
< n. In this second case we say that the system is ’�uid-stable’.

Some preliminary experiments show that, rougly speaking:

• Solutions found by naive dynamics at JD = .8 are unstable

• Solutions found by BPI at JD = .4 and at JD = .8 are �uid-stable. Typical values of n for which this is
true are around n  20 for N = 8000 (to be checked)

• Solutions found by BPI at JD = .4 are �uid-stable when one iterates the dynamics with JD = .8.

These numerical results point to the fact that naive dynamics �nds (only for rather large JD) isolated
solutions that are unstable, while BPI �nds solutions living in the largest atypical clusters.

6 Connexions to previous works
6.1 Chaotic networks

The paper by Stern Sompolinsky and Abbott studies the naive dynamics of continuous units that evolve
according to

dxi

dt
= �xi + s tanh(xi) + g

X

j( 6=i)

Jij tanh(xj) (4)

In terms of magnetizationsmi = tanh(xi) the �xed points equations are

mi = tanh

2

4smi + g

X

j( 6=i)

Jijmj

3

5 (5)

In the limit g ! 1, s ! 1 with �xed JD = s/g we get back our equations. So our study gives what happens
to their model in this strongly non-linear limit where the tanh function becomes a sign. They have what looks
like a heuristic way o compute the number of stable solutions which one should study. Anyhow, they �nd that
the entropy of stable solutions becomes positive for s > sc(g), with sc(g) that goes from about 1.13 at g = 3
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< n. In this second case we say that the system is ’�uid-stable’.

Some preliminary experiments show that, rougly speaking:

• Solutions found by naive dynamics at JD = .8 are unstable

• Solutions found by BPI at JD = .4 and at JD = .8 are �uid-stable. Typical values of n for which this is
true are around n  20 for N = 8000 (to be checked)

• Solutions found by BPI at JD = .4 are �uid-stable when one iterates the dynamics with JD = .8.

These numerical results point to the fact that naive dynamics �nds (only for rather large JD) isolated
solutions that are unstable, while BPI �nds solutions living in the largest atypical clusters.

6 Connexions to previous works
6.1 Chaotic networks

The paper by Stern Sompolinsky and Abbott studies the naive dynamics of continuous units that evolve
according to

dxi

dt
= �xi + s tanh(xi) + g

X

j( 6=i)

Jij tanh(xj) (4)

In terms of magnetizationsmi = tanh(xi) the �xed points equations are

mi = tanh

2

4smi + g

X

j( 6=i)

Jijmj

3

5 (5)

In the limit g ! 1, s ! 1 with �xed JD = s/g we get back our equations. So our study gives what happens
to their model in this strongly non-linear limit where the tanh function becomes a sign. They have what looks
like a heuristic way o compute the number of stable solutions which one should study. Anyhow, they �nd that
the entropy of stable solutions becomes positive for s > sc(g), with sc(g) that goes from about 1.13 at g = 3

3

M. Stern, H. Sompolinsky and L. Abbott, PRE  2014

Interactions between the neurons within a cluster 
are represented in these models by self-coupling  s

Chaos in Random Neural Networks
H. Sompolinsky, A. Crisanti & H. J. Sommers, PRL 1988

Dynamics of Random Neural Networks with Bistable Units 

<latexit sha1_base64="WnGARaW3EWn+Vwar+7PjYoiK4pU=">AAAESXicdVNNb9MwGM7SAaN8dXDk8oqqaiOqkkx8SVPQBBzQDlVR6TppboPjuq3bfCl20Koov48DJ478CA5cAHHCibvSbsVyktfP87z2+9ixG3mMC9P8tqOXdq9dv7F3s3zr9p279yr79094mMSE9kjohfGpizn1WEB7ggmPnkYxxb7r0b47f5Pz/U805iwMPohFRAc+ngRszAgWEnL29Y81hL1oih0CiDMf6DCVURPmw4OsfMGlSNBzkXIsniSBfGfZVjFnEx8PkZ+ArRK6bBJkDcQT30mZbWXDNqBz5rBC03cYGIAO1/o4jLHnQc6uwIYc2Vaz1Wo1QZUDbQOVa53GaqpmHs2GKEgMew02ZGVqqLiNHBtFPliGjcYxJqmVpbkDya88bBV0Zc1bvM2Ut2PpcpZB15n9xxhbs8UuTLWNYl61Xl6DmqaZf+qzepZ7UpABhaMV8U+8tdi+OqRuGWq5imX2sfMWXoFZRj4WU3ec8oYw5FGSUShghdUVeLjZVxmmJO11tQQeg9oTC3jEAohoLJLYLX6xzKlUzZZZNLgaWMugqi1bx6l8RaOQJD4NBPEw52eWGYlBimPBiEezMko4jTCZ4wk9k2GAfcoHaXEVMqhJZARyu+UTCCjQ9YwU+5wvfFcqcwf8MpeD27izRIxfDlIWRImgAVELjRMPRAj5vYIRiykR3kIGmMRM1gpkiuVpCHn75B5Ylx1fDU4OWtbz1rP3T6tHr5e7sac91B5pDc3SXmhH2juto/U0on/Wv+s/9V+lL6Ufpd+lP0qq7yxzHmgbbbf0FxsOVFI=</latexit>

s(t) · s0(t) s(0) = s0(0) + 1 spin perturbation

In the limit g→∞, s→∞   with fixed JD = s/g we 
get back the binary model.



Can an asymmetric random attractor neural network display 
exponentially many stable attractors (internal representations)?



<latexit sha1_base64="S22n0pvuea7XYh1at99RbQHw2dA=">AAAC0HicbVLbjtMwEHXCZZdyK/DIi0W1UitVoVnBgoQqreCFp6pcul2pbiLHdVtT24niMWoVBcQrf8cjf8Bn4DRlVXZ3ZFtnzpmxZ2wnmRQGer3fnn/j5q3bB4d3Gnfv3X/wsPno8ZlJbc74iKUyzc8TargUmo9AgOTnWc6pSiQfJ6t3lT7+ynMjUv0ZNhmfKrrQYi4YBUfFzT9HhMpsSWOGiREK86hwqItX0XHZ+KcVBPgaCkPhudVuLctrg41YKBoRZXG/TvgkFrpsE2NVXIh+WEYDPI4FJmsRiyqug8mbvTFPcyolrja4INvO64fdIAi6uK4GDzqkMWxfbNKt0JeIaNvp79EdV1ft1lrcbPWC3tbwVRDuQAvtbBg3f5FZyqziGpikxkzCXgbTguYgmORlg1jDM8pWdMEnDmqquJkW2xcp8ZFjZtg15KYGvGX3MwqqjNmoxEUqCktzWavI67SJhfnraSF0ZoFrVh80txJDiqvnxTORcwZy4wBluXC1YrakOWXgPoG7g/Byx1fB2XEQngQvP7xonb7d3cYheoqeoTYK0St0it6jIRoh5g088Ervm//RX/vf/R91qO/tcp6g/8z/+ReBc9p9</latexit>

P (⇠µi , ⇠
⌫
j ) = P (⇠µi )P (⇠⌫j )

<latexit sha1_base64="k3uNgu8BqNdiNH7Uk8TJCs9c4XI=">AAAC8XicbVJNj9MwEHXCx5bw1YUjF4uqUiNVIalgQUKRVnDhtCqCbleqm8hxndbUdqLYQVtF+RkcuADiyq/hyL/Bacqq7O7Itp7fm7HHM05yzpT2/T+WfePmrdsHnTvO3Xv3HzzsHj46VVlZEDohGc+KswQrypmkE800p2d5QbFIOJ0m67eNPv1MC8Uy+VFvcjoXeClZygjWhooPrU4fYZ6vcEwgUkxAGlUGDeE6GtXOP61Cmp7rSmH9rJRmretrnRVbChwhUcKwDfjAlrIeIFWKuGJhUEcncBoziM5ZzBo/F6LXeyPNCsw5bA64IAdmFwZDz/OGsM0GnrjI6Y8HF6cMG/QpQrJ0wz3aNYm121Zz9rQQ5QIGbojSApMqqKtRHXd7vudvDV4FwQ70wM7Gcfc3WmSkFFRqwrFSs8DP9bzChWaE09pBpaI5Jmu8pDMDJRZUzatty2rYN8wCmgebKTXcsvsRFRZKbURiPAXWK3VZa8jrtFmp01fzism81FSS9qK05FBnsOk/XLCCEs03BmBSMJMrJCtsqqDNLzE1CC6/+Co4HXnBkffi/fPe8ZtdNTrgCXgKBiAAL8ExeAfGYAKIlVlfrG/Wd1vZX+0f9s/W1bZ2MY/Bf2b/+guI8eWI</latexit>

P (⇠µi = ±1) =
1

2

<latexit sha1_base64="NfAIIkjmHCOD2XXS6D2E2eG4Z78=">AAADEnicbVJNj9MwEHXCxy7lY7tw5GJRVWqkKiQrFpBQpBVcOK2KoNuV6iZyXKc1tZ0odtBWUf4DB34LBy6AuHLhyL/BaUrV3e3Itp7fm7Fnxo4zzpT2vL+WfePmrdt7+3dad+/df3DQPnx4ptIiJ3RIUp7m5zFWlDNJh5ppTs+znGIRczqKF29qffSJ5oql8oNeZnQi8EyyhBGsDRUdWk4XYZ7NcUQgUkxAGpYG9eEiPKpa/7USaXqhS4X100Katap2Ois2EzhEooBBE/CezWTVQ6oQUckCvwpP4ShiEF2wiNV+DkSvtkaS5phzWB+wIXtmF/h913X7sMkGnjqo1R30Nqf0a/QxRLJwgi3aMYk120a7FBOgTEDfCVCSY1L6VWkKMPKmgh161O54rrcyeB34a9ABaxtE7T9ompJCUKkJx0qNfS/TkxLnmhFOqxYqFM0wWeAZHRsosaBqUq7etIJdw0yh6YiZUsMVux1RYqHUUsTGU2A9V1e1mtyljQudvJyUTGaFppI0FyUFhzqF9QeBU5ZTovnSAExyZnKFZI5NF7T5RqYH/tWKr4OzI9d/7h6/e9Y5eb3uxj54DJ6AHvDBC3AC3oIBGAJifba+Wt+tH/YX+5v90/7VuNrWOuYRuGT2739fefH6</latexit>

P (�µ = ±1) =
1

2

<latexit sha1_base64="mJtwB6+5AdmlrbHbVd7eUEgCvN4=">AAADeXiclVLLjtMwFHVTHkN5dWCJkAxVoRlVoRmeEoo0gg2rURF0OlLdRK7rtKa2E8UOmsrKP/BrLPkSFmxwmlI6M13AVRIdn3Nucu/NnaScKd3r/ag59StXr13fu9G4eev2nbvN/XsnKskzQgck4Ul2OsGKcibpQDPN6WmaUSwmnA4ni/elPvxKM8US+VkvUzoWeCZZzAjWlor2a9/aCPN0jiMCkWIC0tBY1IWL8LBo/NEM0vRMG4X1s1zaZ1HsMFtmJnCIRA6Dyv+JzWTRQSoXkWGBX4THEJ2xiK08w4hBF6K3W1ecZJhzWKobsmNPgd/1PK8Lq2rgsYsa7X5n86puib6ESOZusEW7trDqWGnncgKUCui7AYozTIxfmLJbq2962Gn4pxbLxv4W8d8dRs1Wz+utAl4G/hq0wDr6UfM7miYkF1RqwrFSI7+X6rHBmWaEU/tfckVTTBZ4RkcWSiyoGpvV6hSwbZkptGXZW2q4YrczDBZKLcXEOgXWc3VRK8ld2ijX8ZuxYTLNNZWk+lCcc6gTWO4hnLKMEs2XFmCSMVsrJHNsZ63tttoZ+Bc7vgxODj3/lffy44vW0bv1NPbAA/AYdIAPXoMj8AH0wQCQ2k/nofPEeer8qj+qd+oHldWprXPug3NRf/4bhnUPyw==</latexit>

�µ = Sign(
NX

i=1

⇠µi Wi) 8µ (µ = 1, ...,↵N)

Perceptron storing  𝛼 N  patterns

<latexit sha1_base64="on/Z2SFBcLfViU16dS3ENzwNGuI=">AAADd3icdVLLjtowFDWhj2n6YtrlLGqVUiUSSpNRX1IVadRuukJUlGEkDJExBgy2E8VONSjKL/TfuuyHdNFdHcIgZoZeJdHxOffG91zdScKZ0r7/u2bV79y9d//ogf3w0eMnTxvHz85VnKWE9knM4/RighXlTNK+ZprTiySlWEw4HUxWX0p98IOmisXyu14ndCTwXLIZI1gbKjqu/WwhzJMFjghEiglIx7lBbbganxb2lZYjTS91rrB+k0nzLYqDyYrNBR4jkcGwKuixuSwcpDIR5SwMinEHoksWsU3OIGLQhejT3jOLU8w5LNUd6ZhTGLQ9z2vDqh3YcZHd6jq7X7VLtBwjmbnhHu2azqpjpV2rCVEiYOCGaJZikgdFXjow+s7DwYSe6fmAt2XlbWBctpcF7EXL/zhje77YlauOa5tZVPdFjabv+ZuAt0GwBU2wjW7U+IWmMckElZpwrNQw8BM9ynGqGeG0sFGmaILJCs/p0ECJBVWjfLM4BWwZZgpNb+aVGm7Y/YocC6XWYmIyBdYLdVMryUPaMNOzj6OcySTTVJLqolnGoY5huYVwylJKNF8bgEnKTK+QLLAZtDa7amYQ3HR8G5yfesF77923t82zz9tpHIET8BI4IAAfwBn4CrqgD0jtj3VivbJa1t/6i/rrulOlWrVtzXNwLerBP+gfDKw=</latexit>

Wi = ±1

<latexit sha1_base64="rQmrmxEs5s16sDv1hE8FBgwtQjo=">AAADd3icdVLLjtowFDWhj2n6YtrlLGqVUiUSSpNRX1IVadRuukJUlGEkDJExBgy2E8VONSjKL/TfuuyHdNFdHcIgZoZeJdbxOffa91h3knCmtO//rln1O3fv3T96YD989PjJ08bxs3MVZymhfRLzOL2YYEU5k7Svmeb0IkkpFhNOB5PVl1If/KCpYrH8rtcJHQk8l2zGCNaGio5rP1sI82SBIwKRYgLScW5QG67Gp4V9peVI00udK6zfZNKsRXEwWbG5wGMkMhhWBT02l4WDVCainIVBMe5AdMkitskZRAy6EH3a+2ZxijmHpbojHbMLg7bneW1YtQM7LrJbXWd3VLtEyzGSmRvu0a7prNpW2rWaECUCBm6IZikmeVDkpQOj7zwcTOiZng94W1beBsZle1nAXrT8jzO254tdueq4tjm3ui9qNH3P3wS8DYItaIJtdKPGLzSNSSao1IRjpYaBn+hRjlPNCKeFjTJFE0xWeE6HBkosqBrlm8EpYMswU2h6M7/UcMPuV+RYKLUWE5MpsF6om1pJHtKGmZ59HOVMJpmmklQXzTIOdQzLKYRTllKi+doATFJmeoVkgc1DazOr5g2Cm45vg/NTL3jvvfv2tnn2efsaR+AEvAQOCMAHcAa+gi7oA1L7Y51Yr6yW9bf+ov667lSpVm1b8xxci3rwD+HzDKg=</latexit>

Si = ±1

Asymmetric recurrent network of neurons
<latexit sha1_base64="xUr8sGuUexPHgKV5VwaoCqCrgFI=">AAADxXicdVJba9swGFXsXbrslm6PexELoTEYLy67wTCU9WFjDyEjS1OoEqMoSiJHko0llwZj9hv3ONiPmRynWdpmwpejc75POkdoknCmdKfzu2bZ9+4/eHjwqP74ydNnzxuHL85UnKWEDkjM4/R8ghXlTNKBZprT8ySlWEw4HU6Wp6U+vKSpYrH8oVcJHQk8l2zGCNaGCg9rf1oI82SBQwKRYgLScW6QC5fj46J+reVI0yudK6zfZNJ8i2JvsWJzgcdIZDCoGvpsLos2UpkIcxb4xbgL0RUL2bpmGDLoQPRp55nFKeYcluqWbJtZ4Lue57mwsgO7Dqq3eu3tUm6JojGSmRPs0I5xVk0r7UZPgBIBfSdAsxST3C/yMoHRtxn2FfSN5T3RoiraNxMyKmA/jP6Ti+2kYteZusaXWbfarrRQLuNGhVv+j9zoqChDbUgHrjP9k8qGStrnN2w0O15nPeBd4G9AE2xGL2z8QtOYZIJKTThW6sLvJHqU41QzwmlRR5miCSZLPKcXBkosqBrl62tYwJZhptBkNa/UcM3uduRYKLUSE1MpsF6o21pJ7tMuMj37OMqZTDJNJak2mmUc6hiWdxpOWUqJ5isDMEmZ8QrJAptj0ObmmzPwbye+C86OPf+99+772+bJ581pHIBX4DVoAx98ACfgK+iBASDWqcWs1FL2F1vY2r6sSq3apucluDHsn38BQYMlWw==</latexit>

Si = Sign(
NX

j=1

JijSj) 8i (i = 1, ..., N)

<latexit sha1_base64="kGdM60trpuACJRDPmK5UpNdYI5E=">AAADwXicdVJbb9owFDZkl45dSrfHvVhDqESKMlLtJk3RqvVl2gNiYpRKGCJjDDjYThQ7U1GUH7m37d/MSSiiLTvK5fP3nXN8PsuzmDOlu92/tbr14OGjx0dPGk+fPX9x3Dx5eamiNCF0SCIeJVczrChnkg4105xexQnFYsbpaLa+KPTRL5ooFsmfehPTicBLyRaMYG2o4KT2p40wj1c4IBApJiCdZgY5cD09yxs3WoY0vdaZwvptKs03zw8mK7YUeIpECv2qYMCWMu8glYogY76XT3sQXbOAlTmjgEEbos97zyJKMOewUHdkx6x8z3Fd14HVOLBno0a739m1cgoUTpFMbX+Pts1k1bLSbtX4KBbQs320SDDJvDwrHBh95+FgwsDMfMBbWHn7blyGORwE4X+MsT1b7MZUzy77Vvs1+p2qi1P8TsPTvLBUUTYsDe2EYl6DnTA/NGvQbHXdbhnwPvC2oAW20Q+av9E8IqmgUhOOlRp73VhPMpxoRjjNGyhVNMZkjZd0bKDEgqpJVl7BHLYNM4fGpnmlhiW7X5FhodRGzEymwHql7moFeUgbp3rxaZIxGaeaSlJttEg51BEs7jOcs4QSzTcGYJIwMyskK2yOQZtbb87Au+v4Prg8c70P7vsf71rnX7encQRegzegAzzwEZyDb6APhoDUv9RpXdYj68JiVmwlVWq9tq15BW6Flf0DRDIkgw==</latexit>

P (Jij , Ji0j0) = P (Jij)P (Ji0j0)
<latexit sha1_base64="vhRV52zc6lhSvRKskoukhcF8vTU=">AAADwXicdVJdb9owFDXJPjr2Ubo97sUaQiUSyki1rZWmaNX6Mu0BMTFKJQyRMQYMthPFzlQU5Ufubfs3cxJAtGVX+Tg+597reyxPIs6Ubrf/Viz70eMnT4+eVZ+/ePnquHby+lqFSUxon4Q8jG8mWFHOJO1rpjm9iWKKxYTTwWR1leuDXzRWLJQ/9TqiI4Hnks0YwdpQwUnlTwNhHi1wQCBSTEA6Tg1qwdX4LKtutRRpeqtThfX7RJpvlh1MVmwu8BiJBPplQY/NZdZEKhFBynwvG3cgumUBK3IGAYMORJ/3nlkYY85hru7Ipln5Xst13RYsx4EdB1Ub3eauVStHyzGSiePv0Y6ZrFyW2p0aH0UCeo6PZjEmqZeluQOj7zwcTOiZmQ94W5bevhuXywz2guV/jLE9W2xrquMUfcv98hnKNq38d7o8zXJPJeXAwtFOqG6FQ7MGtXrbbRcBHwJvA+pgE92g9htNQ5IIKjXhWKmh1470KMWxZoTTrIoSRSNMVnhOhwZKLKgapcUVzGDDMFNobJpXaliw+xUpFkqtxcRkCqwX6r6Wk4e0YaJnF6OUySjRVJJyo1nCoQ5hfp/hlMWUaL42AJOYmVkhWWBzDNrcenMG3n3HD8H1met9cj/++FC//Lo5jSPwFrwDTeCBc3AJvoEu6ANifbGoJa3QvrKZHdlxmWpVNjVvwJ2w039sjSSh</latexit>

P (Jij = ±1) =
1

2

In the recurrent NN we have more constraints. To find similar phase space  we need 
to relax them.  

One possibility (among others): add a diagonal feedback term 
<latexit sha1_base64="czbyhi4xBAHfIOZmrFHNANwgUWM=">AAAD23icdVNbj9JAFC7Uy1pvrD76ciIhSxNSW3RXjKnZqA9mHwgGWdbsQDMMAwz0ls7ULGkaH3xR46s/zEf/hr/AaQvIGnbSy5nv+87M+U6no9BlXJjm71JZvXb9xs29W9rtO3fv3a/sPzjlQRwR2iOBG0RnI8ypy3zaE0y49CyMKPZGLu2PFm8yvv+JRpwF/gexDOnAw1OfTRjBQkLOfulPDWE3nGGHAOLMAzpMZNSAxbCZamsuQYJeiIRj8ST25TNNd4o5m3p4iLwY7CKhy6Z+Wkc89pyE2VY6bAO6YA7LNX2HgQ7o5dY1CSLsupCxG7AuZ7bVMAyjAUU50NaRVuvUN0s1smg+RH6s21uwLisrpgV3KcdGoQeWbqNJhElipUnmQPIbDzsFXVnzDm/zwtuJdDlPoevMrzDGtmyxtam2nq9b7JfVUCzTyF4H84M081RAOuSONsQ/8c5i+8VH6mqZhqX2ifMWXoGpOZWqaRya1oujp2AaZj7yoGU1W2CtkKqyGh2n8guNAxJ71BfExZyfW2YoBgmOBCMuTTUUcxpissBTei5DH3uUD5L8cKZQk8gYZAPk7QvI0e2MBHucL72RVHpYzPj/XAbu4s5jMWkNEuaHsaA+KTaaxC6IALKTDmMWUSLcpQwwiZisFcgMy/4I+T/IHqyNwtXBadOwjozD98+qx69X3dhTHimPlbpiKc+VY+Wd0lF6Cil/LH8ufy1/UwfqF/W7+qOQlkurnIfKpaH+/AtzeC0I</latexit>

Jii = JD > 0

We expect liquid fixed points to exist



JD ≥ 0 local feedback

<latexit sha1_base64="OTNkNHUTtNQ9afpjiWvq8BpHCD4=">AAACRXicbVBLSwMxGMzWV62vVY9egqXQgpTdUlSQQtGLeKpgH9BdSjbNtmmzD5KsUJb9dR48e/QnePCi4lXTF2jbISHDzHwkGSdkVEjDeNVSa+sbm1vp7czO7t7+gX541BBBxDGp44AFvOUgQRj1SV1SyUgr5AR5DiNNZ3gz9puPhAsa+A9yFBLbQz2fuhQjqaSObudq+btOTAfJmToGNClU5kIBTthYg9C6Wr3m4YoVetAsVCyXIxybSVxKYIZ29KxRNCaAy8SckSyYodbRX6xugCOP+BIzJETbNEJpx4hLihlJMlYkSIjwEPVIW1EfeUTY8aSGBOaU0oVuwNX2JZyofydi5Akx8hyV9JDsi0VvLK7y2pF0L+2Y+mEkiY+nF7kRgzKA405hl3KCJRspgjCn6q0Q95EqQqrmVQfm4o+XSaNUNM+L5ftytno9ayMNTsApyAMTXIAquAU1UAcYPIE38AE+tWftXfvSvqfRlDabOQb/oP38AoYOrJY=</latexit>

i

<latexit sha1_base64="knzc+4K2lP3T+hvHCgqbCQRPPTs=">AAACRXicbVBLSwMxGMzWV62vVY9egqXQgpTdUlSQQtGLeKpgH9BdSjbNtmmzD5KsUJb9dR48e/QnePCi4lXTF2jbISHDzHwkGSdkVEjDeNVSa+sbm1vp7czO7t7+gX541BBBxDGp44AFvOUgQRj1SV1SyUgr5AR5DiNNZ3gz9puPhAsa+A9yFBLbQz2fuhQjqaSObudq+btOTAfJmToGNClU5kIBTthYg9C6Wr3m4YoVetAsVCyXIxybSVxKYGbQ0bNG0ZgALhNzRrJghlpHf7G6AY484kvMkBBt0wilHSMuKWYkyViRICHCQ9QjbUV95BFhx5MaEphTShe6AVfbl3Ci/p2IkSfEyHNU0kOyLxa9sbjKa0fSvbRj6oeRJD6eXuRGDMoAjjuFXcoJlmykCMKcqrdC3EeqCKmaVx2Yiz9eJo1S0Twvlu/L2er1rI00OAGnIA9McAGq4BbUQB1g8ATewAf41J61d+1L+55GU9ps5hj8g/bzC4eRrJc=</latexit>

j
<latexit sha1_base64="rulJ3h+BY1RqKL0Sv9UmN7kcCog=">AAACSnicdZBLSwMxFIUztWqtr6pLN8EitCAlo7UqUii6EVcVbC10SsmkGY3NPEgyQhnm/7lw49I/4cKNihsz0xZU6iUhh+/cS5JjB5xJhdCLkZnLzi8s5pbyyyura+uFjc229ENBaIv43BcdG0vKmUdbiilOO4Gg2LU5vbGH54l/80CFZL53rUYB7bn41mMOI1hp1C/Yu83SZT9i9/GePu5ZXK5PQRmmKmEQWqez17S5bgUuNMt1yxGYRGYc7ccwP7b6hSKqHCLzpHYAUQXpqtbghNSgmRKEimBSzX7h2Rr4JHSppwjHUnZNFKhehIVihNM4b4WSBpgM8S3taulhl8pelGYRw11NBtDxhd6egin9ORFhV8qRa+tOF6s7+ddL4CyvGyrnuBcxLwgV9cj4IifkUPkwCRYOmKBE8ZEWmAim3wrJHdZpKB2/zmD6Ufi/aO9XzFqlelUtNs4maeTANtgBJWCCI9AAF6AJWoCAR/AK3sGH8WS8GZ/G17g1Y0xmtsCvymS/AUGUrhE=</latexit>
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Random binary couplings

Model:  fixed point conditions of the update dynamics

Factors: count violated fixed point constraints

Perceptron networks
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1 De�nition
Consider a network of N perceptrons. Each one has an output si 2 {±1}. Given a matrix of synaptic weights
Jij , the energy function is

EJ(s) =
NX

i=1

2

41� siSign

0

@JDsi +
X

j( 6=i)

Jijsj

1

A

3

5 (1)

Here,we take the synaptic weights Jij with i 6= j as iid normal with mean zero and variance 1/N . Note that
Jij and Jji are independent.

The parameter JD = Jii is a control parameter. At large JD one should easily �nd con�gurations of
activities si which satisfy all constraints, therefore the energy should go to zero.

We study this problem at �nite inverse temperature �. The partition function, which depends on J , is
given by

ZJ =
X

s

e
��EJ (s) = e

��N
X

s

e
�
P

i Sign(JD+si
P

j( 6=i) Jijsj) (2)

We are particularly interested in the phase diagram as function of JD,�: in what regions do we get zero
energy, what is the entropy, what is the landscape of zero energy con�gurations?

1
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η
The above picture indicates the procedure of encoding and decoding. Here, errors mean

up to t symbols of y are changed, and “change” here means switching to another symbol.
The decoding is recovering the original x from z.

3 Hamming distance

Definition 3.1 (Hamming distance). Hamming distance is the number of positions at which
the corresponding symbols are di↵erent.

�(y, z) = |{i : yi 6= zi}|

In the graph above, the box stands for all elements in ⌃n. Each vertex is a codeword and
each ball around is the possible z the receiver gets.

t stands for the maximum number of errors. For codeword y here, everything is the
Hamming ball has Hamming distance to y up to t. If there doesn’t exist two Hamming balls
that overlap each other, we can recover every message. In the graph, the orange ball overlaps
the purple one. Then sometimes we cannot recover x that is associated with y correctly.

Here, d indicates the minimum distance between two vertices.

Definition 3.2. Minimum distance is the least distance between two distinct codewords:

d = min
y 6=y02C

{�(y, y0)}

2

Exponential number of correlated 
attractive configurations (w.r.t. the 
decoding dynamics)

related work by A. Karbasi, A. H. Salavati, A. Shokrollahi, and L. R. Varshney, … 

They belong to some subspace, e.g. 
linear subspace in the case of linear 
codes (LDPC)

Analogies with error correcting codes



encoder memory decoder
X Y’

X’=X+ η

Y’ class of X

X

η

new
data

X’
Y

encoder channel
error correction

&
decoding

X Y Y’=Y+ η
Y’ Y

X

η

η

In NN noise will also appear in the input before the encoding
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Can asymmetric NN perform like sub-optimal ECC?   

Can any input mapped to an internal representation 
(codeword) ?

Can they correct an extensive number of errors?
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Non-linear encoding:
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• Spatially regular structure (local, CNN)

• Learned structure
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Shannon bound and positioning of  simple random ANNs

−1−1

BSC, spin flips

Shannon’s bound

numerical result 
(could be done analytically)



Choice to make when building 

neural networks
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based 

• LIF, FN, HH model … 

• Compartmentation

• Rate equation

• Models of Synaptic Connection
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vs Inhibitory) / Temporal 

kernel 

• Plasticity / learning rule

• Models of Network Structure

• All-to-all Fully connected

• Random matrix 

• Sparse 

• Spatially regular structure (local, CNN)
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ξ
η• Given an external pattern  (field) 

• Can the network converges to a  
stable internal representation  ?

ξ

η

In NN we just need addressable and stable internal representations

→
converge

{ξμ} → {ημ}



Number of configurations which satisfy  the fixed point condition, β →∞
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1 De�nition
Consider a network of N perceptrons. Each one has an output si 2 {±1}. Given a matrix of synaptic weights
Jij , the energy function is

EJ(s) =
NX

i=1

2
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5 (1)

Here,we take the synaptic weights Jij with i 6= j as iid normal with mean zero and variance 1/N . Note that
Jij and Jji are independent.

The parameter JD = Jii is a control parameter. At large JD one should easily �nd con�gurations of
activities si which satisfy all constraints, therefore the energy should go to zero.

We study this problem at �nite inverse temperature �. The partition function, which depends on J , is
given by
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We are particularly interested in the phase diagram as function of JD,�: in what regions do we get zero
energy, what is the entropy, what is the landscape of zero energy con�gurations?
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First moment gives the exact typical number of fixed points: 

where

For the analytic study, we introduce the variables hi = si
P

j( 6=i) Jijsj , and their conjugate ĥi. The
partition function can be written as
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Note that the expectation value of ĥj can be expressed in terms of physical quantities; using an integration
by parts of the factor e�ĥjhj one obtains
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2 Annealed average
We easily compute the average of (3) with respect to the random J (note that the result depends only on the
�rst two moments of the Jij , provided they are iid variables).
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where we do not include the substraction of the j = k term that gives a correcction of order 1/N to the
e�ective energy.

The integral over ĥj is factorized, we use for each j
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we get (using T = 1/�):
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Figure 1: The annealed entropy. Left: as function of JD, for T = 0, .5, .75, 1 (from bottom to top). Center:
as function of T , for JD = 0, 1, 2 (from bottom to top). Right as function of T , for JD = �1,�2.
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In the limit T ! 0, the energy is always zero, and the entropy is

Sann(T = 0) = log 2 + log [1�H(JD)] (12)

This entropy, plotted in Fig.1 becomes negative when JD = 0. As the annealed entropy is larger than the
quenched one, this means that the true entropy at zero temperature vanishes JD > Jcrit, with Jcrit � 0.

3 Second moment
The �rst moment shows that there are gnerically no solutions when JD < 0. We use the second moment
method to give an upper bound to Jcrit. The second moment method at T = 0 is based on:
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When Phi2 = 2�1, the probability that Z > 0 is �nite (strictly speaking we show that it is not exponentially
small), therefore ther exists solutions. We already know that

�1 = log(2) + log(1�H(JD)) (16)

We now compute �2. We shall compute it at any temperature
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RS, 1-RSB and Local Entropy results

• The RS and 1-RSB solution give back the Annealed (first moment results) for the 
dominating fixed points (q0 =0, things are relatively simple)

• We can use the 1-RSB formalism to analyse existence of  liquid fixed points
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The saddle point equations with respect to {u, q1, q0, r1r0} lead to

û = 1, q̂1 = r1, q̂0 = r0, r̂1 = q1, r̂0 = q0

Assuming that, as in the RS case, we have

q0 = r0 = 0

the expression for the 1-rsb free entropy simplifies to
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and the entropy is
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In the limit T ! 0, the energy is always zero, and the entropy is

Sann(T = 0) = log 2 + log [1�H(JD)] (12)

This entropy, plotted in Fig.?? becomes negative when JD = 0. As the annealed entropy is

larger than the quenched one, this means that the true entropy at zero temperature vanishes

for some positive value of JD.

3 Quenched computation, general replica formalism
Replicating (3) and averaging over the Jij gives (up to irrelevant constants):
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This gives:
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where we define Q
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dĥ

a
X

{�a}

exp

0

@�
X

a

ĥ
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<latexit sha1_base64="BV9em4hQaDz1Z0cBn73lXYrXjSs=">AAAB83icbVDJTgJBEO1xRdxQj146EhO8kBnjdiTqwXDCRJYEJqSnqYEOPT1DLySE8B0evKjx6sd49G9sYA4KvqSSl/eqUlUvSDhT2nW/nZXVtfWNzcxWdntnd28/d3BYU7GRFKo05rFsBEQBZwKqmmkOjUQCiQIO9aB/N/XrQ5CKxeJJjxLwI9IVLGSUaCv5hXL7vgUDw4a4fNbO5d2iOwNeJl5K8ihFpZ37anViaiIQmnKiVNNzE+2PidSMcphkW0ZBQmifdKFpqSARKH88O3qCT63SwWEsbQmNZ+rviTGJlBpFge2MiO6pRW8q/uc1jQ5v/DETidEg6HxRaDjWMZ4mgDtMAtV8ZAmhktlbMe0RSai2OdkMvMWPl0ntvOhdFS8fL/Kl2zSNDDpGJ6iAPHSNSugBVVAVUTRAz+gVvTnGeXHenY9564qTzhyhP3A+fwDXoJEk</latexit>

(JD ⌘ J)



-0.02-0.010
0.010.020.030.040.050.06

0 0.02 0.04 0.06 0.08 0.1

entropy

distance

local entropy vs distance (zero-complexity criterion)
J0.010.050.070.10.2

change of concavity
change of concavity: 
geometrically impossible, the 
entropy has to increase because of 
the interchangeability of the 
centroid and solutions at distance d



<latexit sha1_base64="PRp3emelOV+seidtKk4tuMxaz6s=">AAAD8nicfVPLbtNAFHVtHsG8UliyGRFFSheJxiGCdmGpgg3qIgoKaSvixBpPx8mo4weeMSIazWewYQFCbPkadvwNY8ehbpsykuWrc8+599zrcZAyygWEf3ZM69btO3cb9+z7Dx4+etzcfXLMkzzDZIITlmSnAeKE0ZhMBBWMnKYZQVHAyElw/qbIn3wiGadJ/F6sUjKL0CKmIcVIaMjfNRvtse+4XpghLB0lhwp4LFkAL0AZ+OAfAU+rhS+9gAjkiQR4NA7FSrl2e3xZlWhi4UKuC2itcsH1uhe0kmK3pYcRA0OlewjyWUjtUrtjSgs4jchHQOYSDMFYuTrY1gWAonZFLNAaqcrb7a3CUnWTL4/RyJdDUBu6GqfG7RTkeX9PdTvgStu9eV/JGgrkBnX/U3q0pH6/W76cosC/yIX1IS5mqIrFZTF43WLhL1Zd/QliZcP1yEfVy8ebHcOe4zdbsAcP9uGLA7AOBv1NAIHTg+VpGdUZ+c3f3lmC84jEAjPE+dSBqZhJlAmKGVG2l3OSInyOFmSqwxhFhM9keWUVaGvkDIRJpp9YgBKtKySKOF9FgWZGSCz51VwBbstNcxHuzySN01yQGK8bhTkDejvF/QdnNCNYsJUOEM6o9grwEumdCf2X2HoJm0nBzcFxv+e87A3eDVqHr6t1NIxnxnOjYzjGK+PQeGuMjImBzcT8Yn4zv1vC+mr9sH6uqeZOpXlqXDrWr7/rvkY5</latexit>

0  J  Jc ' 0.1

<latexit sha1_base64="rDQdkhBsfAUir/VeIe375DJZoyk=">AAAEJnicfVPLbtNAFHUdHsW8UliyuSKylC4S2SHQVsKogg3KIgoKaSvixBpPJsmoYzt4Joho5K9hw6+wYVGEEDs+hfEjJGlTRrLm+txz7px77fFnjHJhWb939NKNm7du794x7t67/+Bhee/RCY/mMSY9HLEoPvMRJ4yGpCeoYORsFhMU+Iyc+udv0vzpJxJzGoXvxWJGBgGahHRMMRIK8vb0l2bXsx13HCMs7US2E3BZNAHXRzF88FrgKrXwpOsTgVwRgUvDsVgkjmF2N1WRIqYuZF5AaRMHrtZd0TKKYUoXIwbtRJ0hyGchlUvljiVKwGlAPgIZSmhDN3FUsO0UgLR2QUzRNVKRN8ytwkx1nS+X0cCTbVhrumhnjVtNycPGflKrwqVj94eNRK6hIJeo85/SnSn1GrVss9MC/yLHWm9i1UNRLMyKWVctpv7CpKY+QaiasvKeW8Xm4eWQrbptmNn7Rh6t8gfPFQFepaDRcnLbXrli1a2jQ+vZEeRBs7EMLLDrVrYqWrE6XvnCHUV4HpBQYIY479vWTAwkigXFjCSGO+dkhvA5mpC+CkMUED6Q2W+egKmQEYyjWD2hgAxdV0gUcL4IfMUMkJjyy7kU3Jbrz8X4cCBpOJsLEuL8oPGcgZpoemdgRGOCBVuoAOGYKq+Ap0jNWaibZaghLDuF64OTRt1+UW++a1aOXxfj2NWeaE+1qmZrB9qx9lbraD0N61/0b/qF/qP0tfS99LP0K6fqO4XmsbaxSn/+ArEvV04=</latexit>

J = 1

isolated solutions co-exist with an exponential number of small cluster
<latexit sha1_base64="xoJJb3wHIMCKLRPBoSKaxgianTY=">AAAELXicfVPLbtNAFHUdHsW8UliyuSKKlC4S2W6g7cKoohvURRQU0lbEiTWeTJJRx4/aE0Q0mh9iw68gJBZFiC2/wdhxSNKmjGTN9bnn3NfM+DGjKTfNqy29dOfuvfvbD4yHjx4/eVreeXaaRtMEky6OWJSc+ygljIakyyln5DxOCAp8Rs78i+PMf/aJJCmNwg98FpN+gMYhHVGMuIK8Hf242vEsxx0lCAtLipYEl0VjcH2UwEfvBFyl5p5wfcKRyyNwaTjiM+kY1c66KlLErAoxD6C00oGbcZe0nGJUhYsRg5ZUOTj5zIWqUlXHpBKkNCCXQAYCWtCRjjI2ZQHIYhfEDF0hFX6julGYq26ry2U08EQLVpou2lnh1jLywN6V9RpcS7s7sKVYQUEsUOc/odsT6tn1fLOyAP8sx1xtYtlDESzMg5k3S8zqC2VdHUGomjLnPZ8Um4cXQzYbllHN/9f8aOnff6UI8CYDjeHi6OuXUtjSK1fMhnl4YO4dwtxo2gvDBKth5quiFavtlb+7wwhPAxJyzFCa9iwz5n2BEk4xI9JwpymJEb5AY9JTZogCkvZFftslVBUyhFGUqC/kkKOrCoGCNJ0FvmIGiE/S674M3OTrTfnooC9oGE85CfE80WjKQA02ezowpAnBnM2UgXBCVa2AJ0jNgasHZqghLDqF241Tu2G9bjTfNytHb4txbGsvtJdaTbO0fe1Ie6e1ta6G9S/6N/1K/1n6WvpR+lX6PafqW4Xmuba2Sn/+AgmgWhE=</latexit>

d =
1� q

2

<latexit sha1_base64="3PuYXS+2D8IVXzpIY6APv+qP4Xc=">AAAEP3icfVNNb9NAEHUdPor5aAtHLiMqS6lEonUINDkYVXBBPURFJW1FnFrrzaZZdW0n9gYRrfafceEvcOPKhQMIceXG2nGI0w9Wsjx+897svFlvMOYsFQh9XTMrN27eur1+x7p77/6Djc2th0dpPE0I7ZKYx8lJgFPKWUS7gglOT8YJxWHA6XFw/jrLH3+gScri6J2YjWk/xGcRGzKChYb8LbNrH/qO6w0TTKSjZEeBx+Mz8AKcwHt/HzytFr70AiqwJ2LwWDQUM+Va9uGqKtbErAs5L6C1yoXLdZe0nGLZ0iOYQ0fpPQT9KKTuUnfHlRakLKQToKcSOnCoXB1ctQtAVrsgZmiJVOQt+0phrrquL4+z0JcdKJku7JS41Yx82thRtSpc2HbntKFkCQW5QN3/lD4YMb9Ry19OVuBf5KKyiaWHoliUF0OXW8z6i1RNH0GkTaG55/3i5ZPFkFHdsez8eyWPl/nd55oALzPQsgeLs69NlGwoa5L5gB6qt9utp+D0/c1tVEftFnrWhnnQbCwCBE4d5WvbKNaBv/nFG8RkGtJIEI7TtOegsehLnAhGOFWWN03pGJNzfEZ7OoxwSNO+zP9/BbZGBjCME/1EAnK0rJA4TNNZGGhmiMUovZjLwKtyvakYtvqSReOpoBGZbzScctCjzi4TDFhCieAzHWCSMN0rkBHWgxH6yll6CAuncH1w1Kg7L+rNt83tvVfFONaNx8YTo2o4xq6xZ7wxDoyuQcxP5jfzh/mz8rnyvfKr8ntONdcKzSNjZVX+/AW4JV8V</latexit>

q 2 [0.998, 1]

liquid fixed points: isolated solutions co-exist with an exponential 
number of extended dense regions which connect the small clusters

more fixed points become accessible (strong finite size effects)

all configurations are  trivially fixed points

<latexit sha1_base64="lkHEqLVJ4yOBTbAZs57b+MckvFo=">AAAC7HicbVJbb9MwGHUyLiPcOnjk5RNVpE6VqhZxkxBoLTygPkzl0q2oLpbjOq27xMlsZ1oV5T/wwAsgXvk/PPJvcLpMKx2fbOvonGP5uzhII6FNu/3HcbeuXL12ffuGd/PW7Tt3azv3DnSSKcaHLIkSNQqo5pGQfGiEifgoVZzGQcQPg6PXpX54wpUWifxolimfxHQmRSgYNZYiO86Wr4l4iQ0/NfkHMZMF4IiHpgF98gas1MQ6i0m+wJIfgwAsJHSLPsnForDyogmVDmuGXgEXDsBKzOZm1/PfA+bHmTgBHCrK8n3SLcqjuU96hefjmJp5EOa6IN1z42iTZlkKa0zv3PjJ8wcNm+0u4FQlqUmAf87ncEqEredFtS5QVYfXh1c2U0Zq9XarvQq4DDoVqKMqBqT2G08TlsVcGhZRrceddmomOVVGsIgXHs40Tyk7ojM+tlDSmOtJvppWAb5lphAmym5pYMWu38hprPUyDqyzrFRvaiX5P22cmfD5JBcyzQyX7OyhMIvAdqMcPUyF4sxESwsoU8LmCmxO7SiM/SC2B53Nii+Dg0etztPWk3eP63u9qhvb6AF6iBqog56hPfQWDdAQMWfhfHG+Od9d6X51f7g/z6yuU925j/4J99dfV3XkEA==</latexit>

J > Jc

<latexit sha1_base64="PIheyDAdgggCqYvqnCA5CZFTGJ4=">AAAC73icbVLLbhMxFPUMUMrwSmHJ5oooUqJIUYKAVkKgJrBAWUThkTYoDpbH8SROZzwT21M1Gs1XsGADiC2fw5K/wUmnaki5sq2jc47l+7CfhEKbZvOP4167fmPn5u4t7/adu/ful/YeHOk4VYwPWBzGauhTzUMh+cAIE/JhojiN/JAf+yevV/rxKVdaxPKjWSZ8HNGpFIFg1FiK7Dk7FU3ES2z4mck+iKnMAYc8MFXokjdgpTrWaUSyOZZ8AQKwkNDOuyQT89zK8zoUOmwYOjlcOgArMZ2Zmld5D5gvUnEKOFCUZT3SzldHvUc6uVfBETUzP8h0TtoXxuE2zdIENpjOhfGTV+lXbbY1wImKExMD/5zN4IwIW8+LYl2iog6vC69sprTaq5FSudlorgOuglYByqiIPin9xpOYpRGXhoVU61GrmZhxRpURLOS5h1PNE8pO6JSPLJQ04nqcrQeWQ8UyEwhiZbc0sGY3b2Q00noZ+da5KlZvayvyf9ooNcHBOBMySQ2X7PyhIA3BNmQ1fZgIxZkJlxZQpoTNFdiM2mkY+0dsD1rbFV8FR08areeNZ++elg87RTd20SP0GFVRC+2jQ/QW9dEAMSdyvjjfnO/uwv3q/nB/nltdp7jzEP0T7q+/vUvkyw==</latexit>

J > Ja(N)



Isolated and well 
separated small clusters, 
Overlap-Gap-Property 
(Gamarnik et al.)
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<latexit sha1_base64="613i7Xj2o1oZDIKakw82R9xLe8U=">AAAB9XicdVDLSgMxFM3UV62vqks3wSK4Gmamta27ohtxVcE+oB1LJk3b0CQzJhmlDP0PNy4Uceu/uPNvzLQVVPTAhZNz7iX3niBiVGnH+bAyS8srq2vZ9dzG5tb2Tn53r6nCWGLSwCELZTtAijAqSENTzUg7kgTxgJFWMD5P/dYdkYqG4lpPIuJzNBR0QDHSRrq57GHYVZSTW+jYbi9fcOzTatk78czTcSpesZwSr1LyitA1SooCWKDey793+yGOOREaM6RUx3Ui7SdIaooZmea6sSIRwmM0JB1DBeJE+cls6yk8MkofDkJpSmg4U79PJIgrNeGB6eRIj9RvLxX/8jqxHlT9hIoo1kTg+UeDmEEdwjQC2KeSYM0mhiAsqdkV4hGSCGsTVM6E8HUp/J80Pdst26WrUqF2togjCw7AITgGLqiAGrgAddAAGEjwAJ7As3VvPVov1uu8NWMtZvbBD1hvnyfikak=</latexit>

Jc ' 0.1

<latexit sha1_base64="FMrrMsnfGjTUN3hvHXsItf8zZqI=">AAAB53icbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi3hKwDwgWcLspDcZMju7zMwKYckXePCi4tVP8ujfOEn2oNGChqKqm+6uIBFcG9f9cgorq2vrG8XN0tb2zu5eef+gpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx7cxvP6LSPJYPZpKgH9Gh5CFn1Fipcd8vV9yqOwf5S7ycVCBHvV/+7A1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKTqwyIGGsbElD5urPiYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjs7EZeMsf/yWts6p3Wb1onFdqN3kaRTiCYzgFD66gBndQhyYwQHiCF3h1uPPsvDnvi9aCk88cwi84H98hGYzI</latexit>

J



Non chaotic local dynamics: fBP dynamics

a=ii

<latexit sha1_base64="RCwD6zltdP42O4TFcYZTqtHb5fQ=">AAACZHicbVFNa9wwEJXdr+02bTcJPQWK6LKQgjF2aZJCL6G99FRS6CaB9WLG2nGiRJaMNA5dXP/IHnvtob+jWmcP+eigw+PNzJuZp6JW0lGS/A7CBw8fPX4yeDp8tvH8xcvR5taxM40VOBVGGXtagEMlNU5JksLT2iJUhcKT4vLzKn9yhdZJo7/TssZ5BWdallIAeSof/ZzI6IJnH/tH+INajY0FxR0BYbeiXS6HE4gKzm9UlSDIWL67WGqovJriwmhHFqSmtx3vG6JeWmqetWkUx3H0lWfdsMlb8CKGX3T5aJzESR/8PkjXYMzWcZSPfmULI5oKNQkFzs3SpKZ5C5akUNgNs8ZhDeISznDmoV8N3bztXer4xDMLXvqtS6OJ9+zNjhYq55ZV4SsroHN3N7ci/5ebNVR+mLdS1w2hFteDykZxf+PKcr6QFgWppQcgrPS7cnEO1jvoP8Z7kN69+D44fhen+/Het/fjw09rNwZsh71huyxlB+yQfWFHbMoE+xMMgs1gK/gbboTb4avr0jBY92yzWxG+/gcZhbLm</latexit>ua!j

<latexit sha1_base64="1m+VHzagO+1y6VkLblt8zenRd9I=">AAACcXicbVFNb9QwEHXCVwlfWxAHhARWVysVEUUJKh8SlwounFCR2LbSZhVNvJPWW8eO7AliFeUH8PM48is48AfwpnsoLSMfnt7MvJl5LhslHaXpryC8dv3GzVtbt6M7d+/dfzDafnjoTGsFToVRxh6X4FBJjVOSpPC4sQh1qfCoPPu4zh99Q+uk0V9p1eC8hhMtKymAPFWMfkxkvOT5++ERfqdOY2tBcUdA2K9pV8hoAnHJ+YWqCgQZy3cXKw21V1NcGO3IgtT0oudDQzxIS83zLouTJIk/87yPJm3RgVcxfNlHddEtBwx9MRqnSToEvwqyDRizTRwUo5/5woi2Rk1CgXOzLG1o3oElKRT2Ud46bECcwQnOPPR7opt3g2U9n3hmwSt/QmU08YG92NFB7dyqLn1lDXTqLufW5P9ys5aqd/NO6qYl1OJ8UNUq7m9c+88X0qIgtfIAhJV+Vy5OwXo7/S95D7LLF18Fh6+S7E3y+sveeP/Dxo0t9pTtsF2Wsbdsn31iB2zKBPsdPA6eBc+DP+GTkIc756VhsOl5xP6J8OVfkcy3pQ==</latexit>mj!a

<latexit sha1_base64="D7L7eZoD9oEUCiuxo9MLm3kbxBA=">AAACaXicbVFNb9QwEHXCVwkUtiABgovFaqUiRVFSFVqJSwUXTqhIbFtps4om3knr1rEje4JYRTnwEznyCzjwJ/CmeygtIx+e3sy8mXkuGyUdpemvILx1+87dexv3owcPNx89Hm09OXKmtQKnwihjT0pwqKTGKUlSeNJYhLpUeFxefFzlj7+hddLor7RscF7DqZaVFECeKkY/JjI+5/n74RF+p05ja0FxR0DYr2hXyGgCccn5laoKBBnLtxdLDbVXU1wY7ciC1PSm50NDPEhLzfMui5MkiT/zvI8mbdGBVzH8vI9sIYvROE3SIfhNkK3BmK3jsBj9zBdGtDVqEgqcm2VpQ/MOLEmhsI/y1mED4gJOceah3w/dvBus6vnEMwte+dUro4kP7NWODmrnlnXpK2ugM3c9tyL/l5u1VO3PO6mbllCLy0FVq7i/c+U7X0iLgtTSAxBW+l25OAPrbfS/4z3Irl98ExztJNm75O2X3fHBh7UbG+wVe822Wcb22AH7xA7ZlAn2O9gMngXPgz/hVvgifHlZGgbrnqfsnwjHfwHCubSB</latexit>ri
<latexit sha1_base64="1wdZAqXmMN5u+4UJ30YXsZLGfTo=">AAACaXicbVFNb9QwEHXCVwmUbkECBBeL1UpFiqIElQ+JSwUXTqhIbFtps4om3knr1rFTe4JYRTnwEznyCzjwJ/CmeygtIx+e3sy8mXkuGyUdpemvILxx89btOxt3o3v3Nx9sjbYfHjjTWoFTYZSxRyU4VFLjlCQpPGosQl0qPCzPPq7yh9/QOmn0V1o2OK/hWMtKCiBPFaMfExmf8vz98Ai/U6extaC4IyDsV7QrZDSBuOT8UlUFgozlO4ulhtqrKS6MdmRBanrZ86EhHqSl5nmXxUmSxJ953keTtujAqxh+2kfnhSxG4zRJh+DXQbYGY7aO/WL0M18Y0daoSShwbpalDc07sCSFwj7KW4cNiDM4xpmHfj90826wqucTzyx45VevjCY+sJc7OqidW9alr6yBTtzV3Ir8X27WUvVu3kndtIRaXAyqWsX9nSvf+UJaFKSWHoCw0u/KxQlYb6P/He9BdvXi6+DgVZK9SV5/2R3vfVi7scGesxdsh2XsLdtjn9g+mzLBfgebwePgSfAn3A6fhs8uSsNg3fOI/RPh+C/BNLSA</latexit>qi

<latexit sha1_base64="hjiOjCBvVyNWMCao92t2xV+Ptq8=">AAACDHicbVC7SgNBFJ2NrxhfUUubwShYSNgVX2ATtLGMYB6QhDA7uUnGzM4uM3fFsOQHLPwWCxsVW3tL/8bJo9DEw71wOOdeZu7xIykMuu63k5qbX1hcSi9nVlbX1jeym1tlE8aaQ4mHMtRVnxmQQkEJBUqoRhpY4Euo+L2roV+5B21EqG6xH0EjYB0l2oIztFIzuycO72j9YlQID5goiDWT1CBDGAxl0xTNbM7NuyPQWeJNSI5MUGxmv+qtkMcBKOSSGVPz3AgbCdMouIRBph4biBjvsQ7ULFUsANNIRtcM6L5VWrQdatsK6Uj9vZGwwJh+4NvJgGHXTHtD8T+vFmP7vJEIFcUIio8faseSYkiH0dCW0MBR9i1hXAv7V8q7TDOONkCbgTd98SwpH+W90/zJzXGucDlJI012yC45IB45IwVyTYqkRDh5JM/klbw5T86L8+58jEdTzmRnm/yB8/kD9LSajQ==</latexit>

i, j neural state si
<latexit sha1_base64="/c+STAkkQkgwq8M+eRclnMTSSRw=">AAACPXicbVA9TxtBEN0z+SAmH4aUNKtYSEayrDtEEiQalDQpiZQDJNuy5tZz9sZ7u6fduQjr5F9GwW9ISUlBQ1DatFkfLhw7T1s8vTezM/OSXElHYXgT1DaePH32fPNFfevlq9dvGts7Z84UVmAsjDL2IgGHSmqMSZLCi9wiZInC82Tyee6f/0DrpNHfaJpjP4ORlqkUQF4aNOI92f7Oe8fVI7ykUmNhQXFHQDiby24g69BOOF8qSkGQsbw1nGrI/GeKC6MdWZCa9md80GiGnbACXyfRgjTZAqeDxs/e0IgiQ01CgXPdKMypX4IlKRTO6r3CYQ5iAiPseuqHouuX1fkzvueVIU/9PqnRxCt1uaOEzLlplvjKDGjsVr25+D+vW1B61C+lzgtCLR4HpYXiZPg8Sz6UFgWpqScgrPS7cjEG67PxifsMotWL18nZQSf60Hn/9bB58mmRxibbZe9Yi0XsIzthX9gpi5lgV+yW3bNfwXVwFzwEvx9La8Gi5y37B8Gfvyh+rSc=</latexit>

a, b; factor (dynamical constraint)
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given two magnetizations h, k , define

<latexit sha1_base64="pICBPg6Hwch0i/wgywWxuwBavo0=">AAAC+3icdVJNj9MwEHXC1xI+trscuYzoVlqkECUVlFZcVnDhhBaJ7q7UVpHjOK1bxw62s1Ci/BYOXABx5Ydw5N/gpF1pF8HIh5k3M2/Gz04KzrQJw9+Oe+36jZu3dm57d+7eu7/b2ds/0bJUhI6J5FKdJVhTzgQdG2Y4PSsUxXnC6WmyetXkT8+p0kyKd2Zd0FmO54JljGBjoXjP2e8xfwnTF+0x9KOpBC0V5qANNrRuYB0zr4f9BOBSVYaJkQoO07XAuaXjQKTQRmEmzOMa2ga/pWYCplXkB0Hgv4Fp7fXKuMKWRcLyauBb8jyulm2I21DFzG9mvo/ZxY6WbvIk8iOYeZtNiMzz0i7LzilgkQLWWhLWxnVD5fU2dXMLCDAfJDQaUMM+tRpoOFj4qwPwAVKaWRnruNMNg9DaYACNEw3DyDqj0bDfH0HUpsKwi7Z2HHd+TVNJypwKQ7gdP4nCwswqrAwjnNbetNS0wGSF53RiXSsY1bOqfbwaehZJIbNaZlIYaNHLHRXOtV7nia3MsVnov3MN+K/cpDTZcFYxUZSGCrIZlJUcrLjNT4CUKUoMX1sHE8XsrkAWWNl3tf/FanBxUfi/c9IPokHw7O3T7tHLrRo76CF6hA5RhJ6jI/QaHaMxIs7a+ex8db65tfvF/e7+2JS6zrbnAbpi7s8/wELouA==</latexit>

commutative and associative !

<latexit sha1_base64="LqPGQedbsPWFSmHWu2e28jM4qbU=">AAADGXicdVJNj9MwEHXC1xK+unDkMqJbaZFClFRQWnFZwYUTWiS6u1JbRY7jtG4dO9jOQonyOzjwWzhwAcQNceLf4KRdaRfBKIeZeW+ex89JCs60CcPfjnvp8pWr13auezdu3rp9p7N790jLUhE6JpJLdZJgTTkTdGyY4fSkUBTnCafHyepFgx+fUqWZFG/MuqCzHM8FyxjBxrbiXSfsMX8J02ftZ+h7UwlaKsxBG2xo3bR1zLwe9hOAc6wMEyMV7KdrgXMrx4FIoY3CTJiHNbQDfivNBEyryA+CwH8F09rrlXGFrYqE5cXCt+J5XC3bErelipnfnPk2Zmc7WrnJo8iPYOb1NqsQmeel3ZadUsAiBay1JKyt60bL29CYaIygIAuq2ttvwK3I3LIFmHcSGoeoYR9ajoa9hb/aAx8gpZk1uY473TAIbQwG0CTRMIxsMhoN+/0RRC0Uhl20jcO483OaSlLmVBjC7W6TKCzMrMLKMMJp7U1LTQtMVnhOJza1dlI9q9qnraFnOylk1ulMCgNt9/xEhXOt13limTk2C/031jT/hU1Kkw1n1pOiNFSQzUFZycFa3/wnkDJFieFrm2CimN0VyAIr++rWROvB2UXh/8lRP4gGwZPXj7sHz7du7KD76AHaRxF6ig7QS3SIxog4H53Pzlfnm/vJ/eJ+d39sqK6znbmHLoT76w80GPV4</latexit>

inverse operation !



Simplified fBP equations
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i = j

1) Approximate with non-cavity fields for each variable, hi. 

2) We update them iteratively; at each iteration we pick a perceptron j and have a special 

update for hj (which has the role of the output) vs the others. 
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Other dynamical schemes that are effective and simple:

•Gradient Descent on the log-likelihood (1)

•Replicated simple  dynamics (2)

•Entropic greedy dynamics ~ entropy-SGD, with m=1 and T=0, (3)

•…

(1) Role of Synaptic Stochasticity in Training Low-Precision Neural Networks, Baldassi, Gerace, Kappen, Lucibello, 
Saglietti, Tartaglione, Zecchina, Phys. Rev. Lett. 120, 268103 (2018)

(2) Shaping the learning landscape in neural networks around wide flat minima, Baldassi, Pittorino, ZecchinaPNAS, 117 
(2020)

(3) entropy-SGD:biasing gradient descent into wide valleys, Chaudhari, Choromanska, Soatto, LeCun, Baldassi, Borgs, 
Chayes, Sagun, Zecchina 2017 ICLR, 2019 JSTAT
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1) Finds liquid-stable fixed points
2) These are stable (also for the naive dynamics)
3) One can add external field to find fixed points which are close in Hamming 

distance the external input.
4) Extensive errors are corrected (given a fixed point, add an external field in its 

direction with a fraction of fields flipped and minimum J)
5) Fixed points further stabilized by Habbian learning  and 
6) Internal representations are non trivially correlated, e.g. they possess a higher 

capacity  if learned as attractors,  instead of 

η − η ξ − η

αc ≃ 6 αc = 2

Preliminary numerical results on the dynamics:



Conclusion

• Regularization framework for  non convex NNs

• Use ANN convergent dynamics as learning modules


