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Exercise 1 Let, for λ > 0,

Xt =
∫ t

0
e−λsBs ds

Does the limit

(1) lim
t→+∞

Xt

exist? In which sense? Determine the limit and compute its distribution.

Exercise 2 Let ξ be the Ornstein-Uhlenbeck process that solves the SDE

dξt = −λξt dt + σ dBt , ξ0 = x

whereλ > 0.
a) Show thatYt = eλtξt is a martingale.

b) Show thatZt = e2λt
(

ξ2
t − σ2

2λ

)

is a martingale.

c) Find numbersα, c such thatSt = eαt (ξ3
t + cξt ) is a martingale.

Exercise 3 Let X be the solution of the SDE, fort < 1,

(2)
dξt = −1

2

ξt

1 − t
dt +

√
1 − t dBt

ξ0 = x

a) Find the solution of this equation and prove that it is a Gaussian process.
b) Compare the variance ofξt with the corresponding variance of a Brownian bridge at

time t . Is ξ a Brownian bridge?

Exercise 4 LetB = (�, ^, (^t )t , (Bt )t , P) be am-dimensional Brownian andc, α1, . . . , αm ∈
R.

a) Given the martingale

Yt =
m

∑

i=1

αiBi(t)

determine its associated increasing process.



b1) Given the process

Xt = exp
(

ct +
m

∑

i=1

αiBi(t)
)

Prove that there exist a real Brownian motion(Wt )t and coefficientsb, σ , to be determined,
such thatX is the solution of the SDE

(3) dXt = b(Xt )Xt dt + σ(Xt )Xt dWt , X0 = 1

b2) Compute
lim

t→+∞
E(X2

t )

according to the valuesc, α1, . . . , αm.



Solutions

Exercise 1. We have, by integration by parts

∫ t

0
e−λsdBs = e−λtBt + λ

∫ t

0
e−λtBt dt = e−λtBt + λXt

Now the stochastic integral at the right-hand side is a martingale bounded inL2, therefore
converging a.s. and inL2. As limt→+∞ e−λtBt = 0 a.s. (recall the Iterated Logarithm law)
and inL2, we have that also the limit in (1) exists a.s. and inL2, the limit being the r.v.

1

λ

∫ +∞

0
e−λsdBs

which is a centered Gaussian r.v. with variance

1

λ2

∫ +∞

0
e−2λs ds = 1

2λ3 ·

Exercise 2. a) Ito’s formula can here be applied in many ways. The simplest here is, possibly,
to write

dYt = λeλtξt dt + eλt dξt = eλt
(

λξt dt − λξt dt + σ dBt

)

= eλtσ dBt .

b) Another way of applying Ito’s formula is to recall that, for a diffusion processξ and a
smooth functionu, we have

du(ξt ) = Lu(ξt ) dt + u′(ξt )σ (ξt ) dBt .

Here

Lu(x) = −λxu′(x) + σ 2

2
u′′(x)

and, foru(x) = x2 − σ2

2λ
, we haveLu = −2λx2 + σ 2. Ito’s formula then gives

dZt = 2λe2λtu(ξt ) dt + e2λt du(ξt ) =
= 2λe2λtu(ξt ) dt + e2λtLu(ξt ) dt + u′(ξt )σ (ξt ) dBt =

2λe2λt
(

ξ2
t − σ 2

2λ

)

dt + e2λt
(

−2λξ2
t + σ 2) + 2σξt dBt =

= e2λt
(

2λξ2
t − 2λξ2

t − σ 2 + σ 2
)

dt + 2σξt dBt =

= 2e2λtσξt dBt



and again the terms indt vanish and the coefficient ofdBt is a process inM2, so thatZ is a
(square integrable) martingale.

c) We can repeat the argument of b) for the functionu(x) = x3 + cx: we have

Lu(x) = −4λx3 − λcx + 3σ 2x

so that

dSt = αeαtu(ξt ) dt + eαt du(ξt ) =
= αeαtu(ξt ) dt + eαtLu(ξt ) dt + u′(ξt )σ (ξt ) dBt =

αeαt
(

ξ3
t + cξt

)

dt + eαt
(

−3λξ3
t − λcξt + 3σ 2ξt

)

+ σ(3ξ2
t + c) dBt =

eαt
(

αξ3
t + αcξt − 3λξ3

t − λcξt + 3σ 2ξt

)

dt + eαtσ(3ξ2
t + c) dBt =

eαt
(

(α − 3λ)ξ3
t + (3σ 2 + αc − λc)ξt

)

dt + σ(3ξ2
t + c) dBt

In order for the term indt to vanish must beα = 3λ andc = −3σ2

2λ
.

Exercise 3. a) This is a particular case of a general situation seen in Exercise ‘ex8.oubridge’
(coefficients depending ont and linear on the state variable). The solution of the ‘‘homogeneous
equation’’

dξt = −1

2

ξt

1 − t
dt, ξ0 = x

is immediately found to be equal to

ξt =
√

1 − t x ,

and the ‘‘particular solution’’ is given byt 7→
√

1 − t Ct , whereC must satisfy the equation

√
1 − t dCt =

√
1 − t dBt

i.e. Ct = Bt and the solution of (2) is

ξt =
√

1 − t x +
√

1 − t Bt .

ξ is a Gaussian process, as we know that the stochastic integral with respect to a deterministic
integrand always gives rise to a Gaussian process.

b) We have
Var(ξt ) = (1 − t)t

which is the same as the variance of a Brownian bridge. As for the covariance function we
have, fors ≤ t ,

Cov(ξt , ξs) = E
[√

1 − t Bt

√
1 − s Bs

]

= s
√

1 − s
√

1 − t



which is different from the covariance function of a Brownian bridge. Remark that, if the
starting pointx is the origin, then, for veryt, 0 ≤ t ≤ 1, the distribution ofξt coincides with
the distribution of a Brownian bridge at timet , butξ is not a Brownian bridge.

Exercise 4. a) We have

Y 2
t =

∑

i 6=j

αiαjBi(t)Bj (t) +
∑

i

α2
i Bi(t)

2 .

We know that, ifi 6= j , BiBj is a martingale and thatt 7→ Bi(t)
2 − t is a martingale. Therefore

Yt −
∑

i

α2
i t

is a martingale, which is the same a saying that〈Y 〉t =
∑

i α2
i t .

b) We can write
Xt = ect+Yt

hence by Ito’s formula

dXt = ect+Yt
(

c dt + dYt

)

+ 1

2
ect+Yt d〈Y 〉t = Xt

(

c +
∑

i

α2
i

)

dt + Xt

∑

i

αi dBi(t)

If

Wt = 1
√

∑

i α2
i

∑

i

αi dBi(t)

it is easy to check that E[W2
t ] = t , as well as the other properties characterizing the Brownian

motion (it is gaussian and with independent increments). Therefore we have (3) conb(x) =
x
(

c +
∑

i α2
i

)

andσ(x) = x

√

∑

i α2
i . In particularX is a geometric Brownian motion.


