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Exercise 1 Let B a Brownian motion and let, far> 0,

1
Z; = \/1—‘|'t Biys .
a) IsitaMarkov process? Whichisits transition function? Which is its initial distribution ?
b) Is it time homogeneous? Prove that it is not a stationary process.
C) Let(2, &, (Fy)s, (Zs):, (PV*), s) arealization of the Markov process associated to the
transition function computed in a). Prove that, whatever the starting paind the initial time
s,

Z: — N1 in law .
t——+o0
Exercise 2 Let B = (Q, %, (%,);, (B;);, P) be am-dimensional Brownian motion and let
X; = B, wherec > 0.
a) Prove thaK is a time-homogeneous Markov process and determine its transition func-

tion p.

bl) LetX = (Q, %, (%), (X;);, (P*¥),) the Markov process associated to functien
Prove that the distribution of; under P-* is the same as the distribution.of+- B.;_).

b2) Which is the generator of ?

Exercise 3 Let X = (2, %, (¥F;);, (X;);, P) be a time homogeneous Markov process taking
values in some measurable spage€) and associated to a transition functipnLet A € €.
a) Fors < compute
E[1a(X:) | Fs]

and express it as a function of Xy and p.
b) Let, fors <t,
MS :p(t_s’XS7A) .

bl) Prove thatM;);<; is a(%F;)s;<,-martingale. Is it uniformly integrable ?
c) Assume in addition thaX is a Brownian motion.

cl) Write explicitly the expression gb(r — s, x, A). Remark that fors < ¢ this is a
continuous function ofs, x) (just give an argument, | do not ask for a complete proof). Deduce
that M is a continuous martingale. Prove that it converges a.s. 43.

c2) Let¥F,_ =\/,_, ¥, theo-algebra generated Ry, _, F,. Let My, = limyy, M,. Prove
that Moo = E[14(X;) | ;] (Hint: recall the proof of Proposition 4.21).

c3) Assume that%,), is augmented (i.e. that for every¥, contains the negligible events
of ¥). Prove that limy; My, = 14(X;) a.s.



Solutions

Exercise 1. a) The covariance function of is, fors < ¢,

1 1+ V14
K: s = Cov(Xs, X;) = E[B1y:B1is] = —
Ko X0 = s BBl = e s =
and we have, for <s <t
% V14 u
L{f: b
’ V14t
_1 V1I+sA1+u \/l—i—u
KysK; ;K =

VittJl+s V14t

so that this is a Markov process. Its transition functigm, ¢, x, dy), s < t, is the conditional
distribution of X, given X; = x, which is of course Gaussian with mean

K; J1+s
E(X;)+—— (x—EXj))) = X
( t) Ks,s ( ) ) \/1——+—t
and variance )
K 1 r—
i.e. p(s,t,x,dy) ~ N(V”S X, 1th) The initial distribution is the distribution o8y ~

N(,1).

b) As the lawp(s, ¢, x, dy) does depend on the couplgr and not just on the difference
t — s, Z is not time homogeneous ardfortiori is not stationary (the joint distributions of
(X5, X;) and(Xs45, X;+p) are different as they have different covariance matrices)

c) The law ofZ; with starting pointc and initial times is p(s, ¢, x, dy) ~ N (¥ ﬂf , 1+t

As fort — +oo the mean converges to 0 and the variance @ tonverges in law to & (0, 1)
distribution for every initial conditions, s.

Exercise ‘noni quel’. a) We have
E[X, | F,] = Elab+ (b — a)B; — B? +1| %] = ab— (b — a) By, — E[((B; — By) + B,)? | F,]
Now

E[((B; — By) + Bs)?| %] = E[(B; — B;)?> + B2 — 2B,(B; — By) | %] =
=t —5+ B?—2B,E[B; — By | Fs] =1 — 5 + B>
=0

and substituting we find B, | ;] = X,



b) First of all remark that is finite, thanks to the Iterated Logarithm Law. Then by the
stopping theorem we have, for every- 0,

ab = E(Xg) = E(Xtan) = (b — Bran)(a + Bepp) + E(r AR)

Now the quantityb — B; r,)(a + By ) iISbounded im as—a < By r, < b. ASB;r, — B; as
n — oo andB; can only take the valuesa orb, we havgb— B; ;) (a+ B pn) — 0asn — o0
and also E(b — B, nn)(a + Bz nn)] — 0 by Lebesgue’s theorem. FinallfEA n) — E(t) by
Beppo Levy’s theorem so that we have

E(t) =ab.

Exercise 2. a) X being clearly a Gaussian process we just need to check the relgtipa-
K. K 1K, foru <s <t, which is immediate as, for < ¢,

K = CoV(B¢s, Ber) = cs .

The transition probability(r — s, x, dy) is given by the conditional distribution o, given
X, = x, which is Gaussian with mean

K1
E(X:) + X (x —E(Xy) =x

s,

and variance )
s,t

K;:—
t
’ Kss

=c(t—y¥)

i.e. p(t,x,dy) ~ N(x, ct).
b1l) This is immediate, as the distribution ¥f starting atx is p(t, x, dy), which was just
computed and that is & (x, ct) distribution, that coincides with the distribution of+ B,;.
b2) We must compute

1
— (ELf (x + Ben)] — f(x))

= |lim
h—>0h

.1
Lf () = lim - (E L (X)) = )

We know that, if f is bounded and twice differentiable,

1 1
m — (E[f(x + By)] — f(x)) = 5 S ()

l
h—0h

(the generator of the Brownian motion). Therefore, for evéyounded and twice differen-
tiable,

Lf () = 5 Af()



Exercise 3. a) By the Markov property
1) E[1a(X;) | Fs] = p(t — 5, X5, A) .

bl) From a) we know thatf;, = E[14(X;) | %], SO that the martingale property is imme-
diate. Also uniform integrability is immediate from (1) and Proposition 4.17.
cl) We have
1 (y — x)°
t—s,x,A) = —— | expl—=——)d
pl=sx4 m/A i)

and the continuity in(s, x) follows from the usual results about integrals depending on a
parameter. As a consequence> M turns out to be a composition of continuous functions,
thus continuous itself. The existence of the a.s. Bhlimit is a consequence of Theorem 4.24,
as seen in class.

c2) We must prove that we have

2 E[Mools] = E[14(X1)16]

for every setG € &,;_, or at least foiG in a family€¢ C %;_ that is stable with respect to finite
intersections and generatifgg_. A convenient family isé = (J,_, ;. Now if G € 6, then
G € %, for somes and

E[Moo1g] = lim E[E[14(X,) | Fulle] = lim E[E[14(X))16 | Fu]] = E[1a(X1)16]

where we have used the fact that E(X;) | #,]1¢ = E[14(X;)1s | %.], @ soon as:t > s.
Therefore (2) is proved.

c3) This would be immediate from c2) if we knew that the r.w.(X;) is %,_-measurable
(by now we only know that it isF,-measurable).

But the filtration(%; ), certainly contains the natural filtrati@f§, ), of the Brownian motion.
Hence also the augmented natural filtrati@n),. Therefore, finally, just remark that,_ con-
tains%,_ which coincides witl, by the fundamental property of continuity of the augmented
natural filtration (Proposition 3.3). As,1X,) is%;-measurable, then it is al$h_-measurable
which allows to conclude.



