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Exercise 1 Let B be a Brownian motion and let> 0.
a) Prove that
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1) E[(ft Budu) ]—te +36°
b) Which is the joint distribution oB, and

1 t+e¢
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¢) Which is the conditional expectation 8f givenY, = y? Compute its limit ag — O.
d) Which is the variance of the conditional law Bf givenY, = y? Compute its limit as
¢ — 0.

Exercise 2 Let (M,),, be a martingale with respect to a filtratig,, ),, .
a) Prove that, ifn < n, E[(M,, — M,,)?] = E[M?] — E[M2].
b) Prove that if(M,?)n is also a martingale with respect(@,),, then(M,), is constant.

Exercise 3 Let (Y,), be a sequence of i.i.d. r.v.'s such thatP= 1) = p, P(Y; = —1) = ¢
withg > p. LetX, =Y1+...+ Y,.

a) Compute lim_ o + X, and show that lim_, o X, = —oco a.s.

b) Show that

Xil
2= (%)

is a martingale.

C) Leta, b € N be positive numbers and let= inf{n, X,, = b or X,, = —a}. Which is
the value of EF,,»:]? Which is the value of Ef;]?

d) Which is the value of BX; = b)? (l.e. which is the probability for the random walk
(X)), to exit from the interval |- a, b[ atb?)

Exercise4Let B = (2, %, (¥;);, (B;);, P) be a Brownian motion and € R.
a) Prove that

t
M, = e'B, —A/ "B, du
0

is a martingale.
b) Prove that\f has independent increments with respectip), .



Solutions

Exercise 1. a) We have
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Now
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The other integral at the right-hand side above can be computed similarly and gives the same
contribution so that (1) is verified.

b) We know that this joint law is Gaussian. As both these r.v.’s are centered, in order to
completely determine the distribution we only have to compute the covariance matrix. We know
that the variance oB; is equal tar. Thanks to a) the variance &f is equal tar + % . For the
covariance ofB; andY, we have
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Hence the covariance matrix 6B;, Y;) is

c) The conditional expectation is equal to

Cov(B;, Y,) ot
E[B:] + Ny (y —E[Y:]) = T %g y

and converges tp ase — 0.
d) The variance of the conditional law 8f givenY, = y is

Cov(B;, Y.)? 12 Let
Var(By) — —— o L = 3T
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and clearly converges to 0 as— 0.



Exercise 2. a) We have
E[(M, — M)?] = E[M7 + M5 — 2M, M,,] = E[M7] + E[M}] — 2E[M, M,,]

but E[M, M;,] = E[E[M, My, | Fn]] = E[MuE[M,, | F,]] = E[M].
b) If (M,f),, is also a martingale with respect@,),, then, ifm < n,

E[M?] — E[M?] =0.

But then, thanks to a), also 8, — M,,)?] = 0 which implies that\f,, = M,, a.s.
Exercise 3. a) Thanks to the law of large numbers we have a.s.

X, =21 +...+Y) — ENi]=p-qg<0
n—oo

and it follows easily thak,, — —oo a.s. Actually just remark that, a.§.X, < 3 (p—q) <0
for n > no.
b) We haveY, .1 being independent ¢¥,,,

E[Zn1]Fn] = E[()¥+2 | F,] = E[(D) 1 | F,] = (DX E[() "+ | F,] =
_ZXn iYnl_ixni — 1_1 — —
= (DHE[(H "] = (D (DPY =1+ (H)TPY = -1)) =
— (9\Xn((4 P — (9\Xn — (94\Xn —
= D" (Gp+ B =GP+ =B =2,
Remark that, more generally, the product of independent r.v.'s having a mean equal to 1 is
always a martingale, with respect to the natural filtration. Here we are dealing with an instance
of this case, as the r.v.(%)yn, are actually independent and have mean equal to 1.

c) Asn A t is a bounded stopping time, by the stopping theore®,Ef] = E[Z,,] = 1.
By a) we haver < 4o00. Therefore limy— o0 Zyr: = Z; &.S. As% > land—a < X,,: < b,

we have(£)™% < lim 00 Znpar < (%)b and we can apply Lebesgue’s theorem and derive that
d) As X, can take only the valuesa, b,

1=E[Z:] = E[($H)*] = (9)"P(X; = b) + ($)"P(X; = —a) .
Ast < 400, P(X; = —a) = 1 — P(X; = b) and therefore the previous relation gives
1- ()™ =PX: =b) ()" = (D7)

1- (%)

PX;: =b) = F—F—"7—
B == @)



and therefore
() -1

PXy = —a)= P~ — .
G =TS g — @y

Exercise 4. a) We have, recalling Remark 3.14,
t
E[M, |F,] = €4E(B, | Fy) — 1 / E[B, | F,] du
0

Now
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so that

E((M, | %] =€"B; — A /S "B, du — (e —e)B, = M, .
0

b) Letuswrite down the increments 8, trying to express them in terms of the increments
of the Brownian motion. We have

t
M, — My = €' B, — & B, —k/ "B, du =
t t
:e“(B,—BS)—i—(e“—e’\S)BS—A/ e“‘(Bu—Bs)du—x/ e B, du =
t
=eN(B,—BS)—A/ e“(B, — By)du .

As M, — M, is a function of the increments & after times, it follows immediately that it is
independent ofr, (recall Remark 2.9).



