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ExerciselLet B = (2, %, (¥;);, (By);, P) be a Brownian motion.
a) Prove that there existse R such that

X; = B* — 61B? + ar?

isamartingale. (Recallx+y)* = x*+4x3y+6x2y2+4xy3+y4 E[Z%] = 3if Z ~ N(O, 1)).
b) Leta > 0 and letr the exit time ofB from | — a, a[. Recall that we know already that
T is integrable and that E] = a?. Compute Ef?] and Var(t).

Exercise2LetB = (2, %, (%;):, (B;);, P) be a Brownian motion. Recall that, for everyg R,
M, = eAB,—%Azz

is a positive martingale with expectation equal to 1. For- 0 let us define o2, ¥) a
probability Q by, for evenA € %,

Q(A) = E[M714] =/AMT dP.

Let us denote B the expectation with respect to Q.
a) Provethatit < T andA € %,

Q(A) = E[M;14] .
b1l) Prove that, for every € C,
Zl‘ — eZB[—% Zzt

is a complex martingale.
b2) Compute B[e?5], for 6 € R. Is B a Brownian motion also with respect to Q?
b3) Prove that, with respect to @; = B; — At is a Brownian motion for € [0, T7.

Exercise3Let B = (2, %, (%;);, (B;);, P) be amdimensional Brownian motion and
Xt = Bgq) -

whereg(t) =1— €.

a) Prove thaX is a Markov process and compute its transition function. Is it time homo-
geneous?

b) Let(2, &, (Fs)s, (X1)s, (PV*)x.5) arealization of the Markov process associated to the
transition function computed in a). Prove that, for every starting poamtd initial times, (X;),
converges as — oo to a limit distribution to be determined, possibly depending on

c) Compute, for every e %%(R’"), the generatoA; f (x).



Solutions

Exercise 1. a) As the expectation of a martingale is constant, in ordedfdo be a martingale

we must have
E[BY + ar? = 6:E[B?] .

As B* ~ t?2Z4with Z ~ N (0, 1), the previous relation becomeg 3-at? = 6¢2, hencex = 3.
Let us prove that with this choice af X is actually a martingale. We have, fox ¢,

E[B}| ] = E[(B, + (B, — By)*F,] =
= B*+AE[B3(B; — By)%,]+6E[B2(B; — B;)?>F | +4E[B, (B; — Bs) 3%, | +|E[ (B, — B,)*%,] =
= B*+AB3E[(B; — By) %] +6B2E[(B; — Bs)?F,| +4B,E[(B; — Bs) 3%, | +|E[(B, — B,)*%,] =
= B* + 4B3E[(B, — By)] + 6B?E[(B; — B;)?| + 4B;E[(B; — B;)] + |E[(B; — By)*] =
= B* 4+ 6B2(1 — 5) + 3(1 — 5)?

and also

Elt B?%,] = tE[(Bs + (B; — By)*F,] = t(B? + 2E[Bs(B, — B,)F,] + E[(B, — B,)*%,]) =
= 1(B? 4 2BsE[(B, — By)%;] + E[(B, — By)?]) = t(B?> + (t — 5)) .

Therefore

E[X; | Fs] = B*+6B?(t —s)+3(t —5)? — 61 (B> + (1 —5)) + 3% = B} — 65 B>+ 352 = X, .
b) For everyr > 0 we have, thanks to the stopping theorem,

(1) 0= E[X;:] = E[B,,] — 6E[(t A T)B,] + 3E[(t A T)7] .

We have
lim E[( A 7)?] = E[¢?]
t—+00

by Beppo Levi’'s theorem. Also, by Lebesgue’s theorem,
. 4 4 4
t—llr—Doo E[B,.\.] =E[B;] =a

im B[ A 7)B?.] = E[tB?] = a®E[t] =a*.

Actually we havg B, r;| < a, (t A r)B,ZAr < ta and we know already thatis integrable.
Therefore, taking the limit as— +o0 (1) gives

0= a* — 6a* + 3E[r?]

5
E[r?] = 3 a*



4

and Va(r) = E[t?] — E[t]? = 3a* —a* = §a*

wWIN

Exercise 2. a) We have
Q(A) = E[M714] = E[E[M714 | %/]] = E[1AE[M7 | F/]] = E[M;14 ]

b) We have
. . 1.2 . 1,..- N2 1 - .
EQ[e/?5] = E[M,&?P] = e 2* fEl:e()u-‘rl@)Bt:I — o 2 WP=OFi0)r _ o510 —idfi

We recognize the characteristic function oiVgiz, ¢) distributed r.v. Therefore is not a
Brownian motion with respect to (B( is not centered).
cl) Very much similar to the cagec R that we have seen in class: we have,sfor ¢,

1 1
E[Z, | F,] =€ 2 ZZtE[eZ(Bs+(Bt_Bs)) | %] = eBs—3 ZZIE[eZ(Bt_BS) | F,] =
— esz—% ZZIE[eZ(Bz—Bs)] — ezB_y—% Pr+522(-s) _ Zs .

c2) The simplestway of checking th¥f = B, — At is a Brownian motionis (recall Theorem

4.34) to verify that
Y, = @0Xi+30% _ gO(B—rn)+5 0%

is a Q-martingale foreverg e R. If s <t < T andA € %,, we have, again using a) and c1)
forz =1 +1i6,

EQ[Y,14] = E[Y;1aM,] =
_ E[eie(B,—m)Jr%ezze,\Bt—%,\ztlA] _ E[e(k+i9)B,—%t(A+i9)21A] _

= E[e*HDB 3504101 ] = E[¥,M,14] = E[Y,M714] = EQ[¥,14] .

Exercise 3. a) There are (at least) two possible ways of reasoning. First remarktisat
clearly a Gaussian process for which we know a Markovianity criterion. Let us compute first
the covariance function of: asg is an increasing function, for < r,

K1 = Cov(Xs, X;) = E[Bg(5)Bg(1)] = g(s) A g(1) = g(s) .

Therefore we have, far < s < t,

_ 1
KusK; 1 Kyr = g) — g(s) = g(u) = Ky,
g(s)

which ensures thaX is a Markov processvith respect to its natural filtration In order to
determine the transition functign(s, z, x, dy), let us recall that this is simply the conditional



distribution ofX; given X = x. With the well-known formulas of the conditional distributions
of jointly Gaussian r.v.'9 (s, t, x, dy)is Gaussian with mean

8,1

E[X:] + (x —E[Xs]) =x
s,
and variance X
Kig— 2" =g —gs) =€ —e”'
t,t Ks,s

i.e. p(s,t,x,dy) ~ N(x,e —e),

Second method. We can here check directly the Markov property with respect to the filtration
(Fq)):- Actually, thanks to the freezing lemma and with the trick of decomposing into sum of
the actual position and of the increment, we have for every bounded measurable fynction

(2) E[f (Bg) | Fg(s)) = E[f (Bgty — Bg(s) + Bs(s)) | Fgis)] = P (Bgs))

where
®(x) = E[f(Bg(r) — Bg(s) +1)] -

Therefore (2) proves thaf is a Markov proceswith respect to its natural filtratiori%,;));
and, remarking that the r.v. indicated by the down brad€(s, g(r) — g(s))-distributed, this
proves also that this is the transitions function.

b) The law ofX; starting af(s, x) is p(s, ¢, x,dy) ~ N(x, e ¥ —e "), which, ag — +o0,
converges to & (x, e~¥) distribution.

c) If £ € 62 (R™), the value ofA, f (x) is given by

[ ! T,
lim > (T f () = ()

(provided the limit exists) where
Ty s4n f(x) = fFO») pls,s+h,x,dy).
Rm

The crucial remark is thap(s, s + h, x, dy) is the distribution ofx + Bg(s44) — Bgs) ~
X + Bg(s+h)—g(s)» SO that

.1
As f () = lim o (B[S (x + Bytsm—g() = f(¥) =

_ lgs+h)—g@)
 h—0h g(s+h) — g(s)

(E[f(x + Bg(s—i—h)—g(s)) - f(x)) .

AS

. h) — 1l e Gt 14 e . l—eh
lim g+ 1) —8(s) = lim + =e ° lim
h—0 h h—0 h h—0




we have, going back to the generator of the Brownian motion that we already know,

. 1 _
Asf(x)=¢€ lIzILnO o(s + h) — g(s) (E[f(x + Bg(s—l—h)—g(s)) - f(x)) =
1 S
= e lim = (ELf G+ B) — f(0) = - AF ().



