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Abstract

We study logit dynamics [3] for strategic games. At every stage of the game a player is selected
uniformly at random and she plays according to a noisy best-response dynamics where the noise
level is tuned by a parameter 8. Such a dynamics defines a family of ergodic Markov chains, indexed
by (3, over the set of strategy profiles. Our aim is twofold: On the one hand, we are interested in the
expected social welfare when the strategy profiles are random according to the stationary distribution
of the Markov chain, because we believe it gives a meaningful description of the long-term behavior
of the system. On the other hand, we want to estimate how long it takes, for a system starting at
an arbitrary profile and running the logit dynamics, to get close to the stationary distribution; i.e.,
the mizing time of the chain.

In this paper we study the stationary expected social welfare for the 3-player CK game [5], for 2-
player coordination games (the same class of games studied in [3]), 2-player anti-coordination games,
and for a simple n-player game. For all these games, we give almost-tight upper and lower bounds
on the mixing time of logit dynamics.

1 Introduction

The evolution of a system is determined by its dynamics and complex systems are often described by
looking at the equilibrium states induced by their dynamics. Once the system enters an equilibrium state,
it stays there and thus it can be rightly said that an equilibrium state describes the long-term behavior
of the system. In this paper we are mainly interested in selfish systems whose individual components are
selfish agents. The state of a selfish system is fully described by a vector of strategies, each controlled by
one agent, and each state assigns a payoff to each agent. The agents are selfish in the sense that they
pick their strategy so to maximize their payoff, given the strategies of the other agents. The notion of
a Nash equilibrium is the classical notion of equilibrium for selfish systems and it corresponds to the
equilibrium induced by the best-response dynamics. The observation that selfish systems are described
by their equilibrium states (that is, by the Nash equilibria) has motivated the notion of Price of Anarchy
[14] (and Price of Stability [1]) and the efficiency analysis of selfish systems based on such notions.

The analysis based on Nash equilibria inherits some of the shortcomings of the concept of a Nash
equilibrium. First of all, the best-response dynamics assumes that the selfish agents have complete
knowledge of the current state of the system; that is, of the payoff associated with each possible choice
and of the strategies chosen by the other agents. Instead, in most cases, agents have only an approxi-
mate knowledge of the system state. Moreover, in presence of multiple equilibria, it is not clear which
equilibrium will be reached by the system as it may depend on the initial state of the system. The
notion of Price of Anarchy solves this problem by considering the worst case equilibrium whereas Price
of Stability focuses on the best case equilibrium. Finally, Nash equilibria are hard to compute [6, 4] and
thus for some system it might take very long to enter a Nash equilibrium. In this case using equilibrium
states to describe the system performance is not well justified. Rather, one would like to analyze the
performance of a system by using a dynamics (and its related equilibrium notion) that has the following



three properties: the dynamics takes into account the fact that the system components might have a
perturbed or noisy knowledge of the system; the equilibrium state exists and is unique for every system;
independently from the starting state, the system enters the equilibrium very quickly.

In this paper, we consider noisy best-response dynamics in which the behavior of the agents is de-
scribed by a parameter 3 > 0 (0 is sometimes called the inverse temperature). The case 3 = 0 corresponds
to agents picking their strategies completely at random (that is, the agents have no knowledge of the sys-
tem) and the case 3 = oo corresponds to the best-response dynamics (in which the agents have full and
complete knowledge of the system). The intermediate values of 8 correspond to agents that are roughly
guided by the best-response dynamics but can make a sub-optimal response with some probability that
depends on § (and on the associated payoff). We will study a specific noisy best-response dynamics
for which the system evolves according to an ergodic Markov chain for all 3 > 0. For these systems,
it is natural to look at the stationary distribution (which is the equilibrium state of the Markov chain)
and to analyze the performance of the system at the stationary distribution. We stress that the noisy
best-response dynamics well models agents that only have approximate or noisy knowledge of the system
and that for ergodic Markov chains (such as the ones arising in our study) the stationary distribution is
known to exist and to be unique. Moreover, to justify the use of the stationary distribution for analyzing
the performance of the system, we will study how fast the Markov chain converges to the stationary
distribution.

Related Works and Our Results. Several dynamics, besides the best-response dynamics, and several
notions of equilibrium, besides Nash equilibria, have been considered to describe the evolution of a selfish
system and to analyze its performance. See, for example, [10, 19, 18].

Equilibrium concepts based on the best-response. In case the game does not possess a Pure Nash equilib-
rium, the best-response dynamics will eventually cycle over a set of states (in a Nash equilibrium the set
is a singleton). These states are called sink equilibria [11]. Sink equilibria exist for all games and, in some
context, they seem a better approximation of the real setting than mized Nash equilibria. Unfortunately,
sink equilibria share two undesirable properties with Nash equilibria: a game can have more that one sink
equilibrium and sink equilibria seem hard to compute [8]. Other notions of equilibrium state associated
with best-response dynamics are the unit-recall equilibria and component-wise unit-recall equilibria (see
[8]). We point out though that the former does not always exist and that the latter imposes too strict
limitations on the players.

No-Regret Dynamics. Another broadly explored set of dynamics are the no-regret dynamics (see, for
example, [10]). The regret of a user is the difference between the long term average cost and average
cost of the best strategy in hindsight. In the no-regret dynamics the regret of every player after ¢ step
is o(t) (sublinear with time). In [9, 13] it is showed that the no-regret dynamics converges to the set
of Correlated Equilibria. Note that the convergence is to the set of Correlated Equilibria and not to a
specific correlated equilibrium.

Our work. In this paper we consider a specific noisy best-response dynamics called the logit dynamics
(see [3]) and we study its mixing time (that is, the time it takes to converge to the stationary distribution)
for various games. Specifically,

e We start by analyzing the logit dynamics for a simple 3-player linear congestion game (the CK
game [5]) which exhibits the worst Price of Anarchy among linear congestion games. We show
that the convergence time to stationarity of the logit dynamics is upper bounded by a constant
independent of 3. Moreover, we show that the expected social cost at stationarity is smaller than
the cost of the worst Nash equilibrium for all .

e We then study the 2 X 2 coordination games studied by [3]. Here we show that, under some
conditions, the expected social welfare at stationarity is better than the social welfare of the worst
Nash equilibrium. We give exponential in 8 upper and lower bounds on the convergence time to
stationarity for all values of 3. We also study anti-coordination games and we show that, under
some conditions, the logit dynamics guarantees each player a utility greater than the one of the
worst Nash equilibrium.

e Finally, we apply our analysis to a simple n-player game, the OR-game, and give upper and lower
bound on the convergence time to stationarity. In particular, we prove that for 3 = O(logn) the
convergence time is polynomial in n.



The logit dynamics has been first studied by Blume [3] who showed that, for 2 x 2 games, the long-term
behaviour of the Markov chain is concentrated in the risk dominant equilibrium (see [12]) for sufficiently
large . Ellison [7] studied different noisy best-response dynamics for 2 x 2 games and assumed that
interaction among players were described by a graph; that is, the utility of a player is determined only by
the strategies of the adjacent players. Specifically, Ellison [7] studied interaction modeled by rings and
showed that some large fraction of the players will eventually choose the risk dominant strategy. Similar
results were obtained by Peyton Young [20] for the logit dynamics and for more general families of graphs.
Montanari and Saberi [16] gave bounds on the hitting time of the risk dominant equilibrium states for
the logit dynamics in terms of some graph theoretic properties of the underlying interaction network.
Asadpour and Saberi [2] studied the hitting time for a class of congestion games. We notice that none
of [3, 7, 20] gave any bound on the convergence time to the risk dominant equilibrium. Montanari and
Saberi [16] were the first to do so but their study focuses on the hitting time of a specific configuration.

From a technical point of view, our work follows the lead of [3, 7, 20] and extends their technical
findings by giving bounds on the mixing time of the Markov chain of the logit dynamics. We stress
that previous results only proved that, for sufficiently large 3, eventually the system concentrates around
certain states without further quantifying the rate of convergence nor the asymptotic behaviour of the
system for small values of 3. Instead, we identify the stationary distribution of the logit dynamics as the
global equilibrium and we evaluate the social welfare at stationarity and the time it takes the system to
reach it (the mixing time) as explicit functions of the inverse temperature /3 of the system.

We choose to start our study from the class of coordination games considered in [3] for which we give
tight upper and lower bound on the mixing time and then look also at other 2-player games and a simple
n-player game (the OR-game). Despite its game-theoretic simplicity, the analytical study of the mixing
time of the Markov chain associated with the OR-game as a function of 3 is far from trivial. Also we
notice that the results of [16] cannot be used to derive upper bounds on the mixing time as in [16] the
authors give a tight estimation of the hitting time only for a specific state of the Markov chain. The
mixing time instead is upper bounded by the mazimum hitting time.

From a more conceptual point of view, our work tries (similarly to [11, 8, 17]) to introduce a solution
concept that well models the behaviour of selfish agents, is uniquely defined for any game and is quickly
reached by the game. We propose the stationary distribution induced by the logit dynamics as a possible
solution concept and exemplify its use in the analysis of the performance of some 2 x 2 games (as the
ones considered in [3, 7, 20]), in games used to obtain tight bounds on the Price of Anarchy and on a
simple multiplayer game.

Organization of the paper. In Section 2 we formally describe the logit dynamics Markov chain for
a strategic game. We also describe the coupling we will repeatedly use in the proofs of the upper bounds
on mixing times. In Sections 3, 4, and 5 we study the stationary expected social welfare and the mixing
time of the logit dynamics for CK game, coordination and anti-coordination games, and the OR-game
respectively. Finally, in Section 6 we present conclusions and some open problems.

Notation. We write S for the complementary set of a set S, we write |S| for its size. We use bold
symbols for vectors, when x = (z1,...,2,) € {0,1}" we write |x| for the number of 1s in x; i.e.,
|x| = |{i € [n] : &; = 1}|. We use the standard game theoretic notation (x_;,y) to mean the vector
obtained from x by replacing the i-th entry with y, i.e. (x_;,y) = (#1,...,%i—1,¥, Tit1,...,Zs). We use
standard Markov chain terminology (see [15]) and review the needed technical facts in Appendix A.

2 The Model and the problem

A strategic game is a triple ([n], S,U), where [n] = {1,...,n} is a finite set of players, S = {S1,..., 50}
is a family of non-empty finite sets (S; is the set of strategies for player i), and U = {uy,...,u,} is a
family of wtility functions (or payoffs), where u; : S X --- x S, — R is the utility function of player i.
Consider the following noisy best-response dynamics, introduced in [3] and known as logit dynamics: At
every time step

1. Select one player i € [n] uniformly at random;



2. Update the strategy of player i according to the following probability distribution over the set S;
of her strategies. For every y € S;

. — Bui(x—:,y)

X) = e 1
1% = 7 )
where x € 1 x- - -x .S, is the strategy profile played at the current time step, 73 (x) = >, . eBui(x-i,2)
is the normalizing factor, and 3 > 0 is the inverse noise.

From (1) it is easy to see that, for 8 = 0 player i selects her strategy uniformly at random, for 5 > 0 the
probability is biased toward strategies promising higher payoffs, and for 8 — oo player ¢ chooses her best
response strategy (if more than one best response is available, she chooses uniformly at random one of
them). Moreover observe that probability o;(y | x) does not depend on the strategy x; currently adopted
by player .

The above dynamics defines an ergodic finite Markov chain with the set of strategy profiles as state
space, and where the transition probability from profile x = (z1,...,z,) to profile y = (y1,...,yn) is
zero if the two profiles differ at more than one player and it is %ai (yi | x) if the two profiles differ exactly
at player i. More formally, we have the following definition.

Definition 1 (Logit dynamics [3]) Let G = ([n],S,U) be a strategic game and let 3 > 0 be the inverse
noise. The logit dynamics for G is the Markov chain Mg = {X; : t € N} with state space Q =
S1 x --- xS, and transition matrix

N eBui(x—i,ui)

1
It is easy to see that, if ([n],S,U) is a potential game with exact potential ®, then the Markov chain
given by (2) is reversible and its stationary distribution is the Gibbs measure

1
— — BE(x)
m(x) = —e 3
()= 3)
where Z =) yES, X xS, eP®®) is the normalizing constant (the partition function in physicists’ lan-

guage). Except for the Matching Pennies example in Subsection 2.1, all the games we analyse in this
paper are potential games.

Let W : 51 x --- xS, — R be a social welfare function (in this paper we assume that W is simply
the sum of all the utility functions W(x) = >_""_; u;(x), but clearly any other function of interest can be
analysed). We study the stationary expected social welfare, i.e. the expectation of W when the strategy

profiles are random according to the stationary distribution 7 of the Markov chain,
E. W= Y  Wxnrx)
XES] XX Sp

Since the Markov chain defined in (2) is irreducible and aperiodic, from every initial profile x the
distribution P!(x,-) of chain X; starting at x will eventually converge to 7 as ¢ tends to infinity. We will
be interested in the mixing time tnix of the chain, i.e. the time needed to have that Pt(x7 -) is close to
m for every initial configuration x. More formally, we define

— mi t
tmix(€) = minmax {|| P*(x, ) = 7llov <}

where ||P(x,-) — 7||Tv = %Zyeﬂ |P{(x,y) — w(y)| is the total variation distance, and we set tpix =
tmix(1/4).
2.1 An example: Matching Pennies

As an example consider the classical Matching Pennies game.

L 7 T
H[+1, -1 -1, +1 (4)
T =1, +1]+1, 1




The update probabilities (1) for the logit dynamics are, for every x € {H, T'}

or(H | (2, H)) = oo(T|(2,T) = 1= = 02T |(H,2)) = 02(H|(T,2))
0’1(T|($,H))=O'1(H|(.'L‘7T)): ﬁ :UQ(Hl(H>x)):U2(T|(T7x))
So the transition matrix (2) is

| HH HT TH TT

HH | 1/2 b2 (1—b)/2 0

p—| HT |1-b/2 12 0 b/2

TH | b2 0 12 (1—1b)/2
TT 0 (1-b)/2 b2 1/2

Where we named b = He;—i’ﬁ for readability sake.

Since every column of the matrix adds up to 1, the uniform distribution 7 over the set of strategy
profiles is the stationary distribution for the logit dynamics. The expected stationary social welfare is
thus 0 for every inverse noise (3.

As for the mixing time, it is easy to see that it is upper bounded by a constant independent of S3.
Indeed, a direct calculation shows that, for every x € {HH, HT, TH, TT} and for every 8 > 0 it holds

that . 1
3

L) — ; < - —

1P26 ) =l < 1= < 5

2.2 Coupling

Throughout the paper we will use the path-coupling technique (see Theorem 20 in the Appendix) to give
upper bounds on mixing times. Since we will use the same coupling idea in several proofs, we describe
it here and we will refer to this description when we will need it.

For a game ([n], S,U) let us define the Hamming graph G = (€, E) of the game where = S x---x S,
is the set of strategy profiles, and two profiles x = (x1,...,2n),y = (Y1, .-.,Yn) € Q are adjacent if they
differ only for the strategy of one player, i.e.

{xy}eE < {jeln] : z; #y;}[ =1 (5)

For every edge {x,y} € E we define a coupling (X,Y’) of the two probability distributions P(x,-) and
P(y,-) where P is the transition matrix defined in (2). The coupling proceeds as follows: Pick i € [n]
uniformly at random. If i = j then, since x_; = y_;, it holds that o;(-|x) = 0;(-|y), hence we can set
the same value for X and Y according to distribution o;(- | x). More formally, for every z1,z9 € S; we
set
0 if zZ1 7£ z9
Px,y (X = (X_i,Zl) and Y = (y_i,Zg)) = .
{ oi(z]|x) =0i(z|y) ifzy =29=12

If ¢ # j then we cannot always use the same strategy for player ¢ because o;(z|x) and 0;(z|y) may be
different, so we use a standard way to couple them: consider two copies Ix, Iy of the interval [0, 1].

Intuition box. We want to partition the two intervals Ix and Iy in little sub-intervals labeled with the
strategies for player 4, in a way that, for every z € 5;, the sum of the lengths of sub-intervals of Ix
labeled z is 0;(z|x), and the sum of the lengths of sub-intervals of Iy labeled z is o;(z|y). Indeed,
in this way if we name Jx(z) the union of the sub-intervals of Iy with label z and Jy(z) the union
of the the sub-intervals of Iy with label z, and if U is a random variable uniform over [0, 1], we have
that P (U € Jx(z)) = 04(2|x) and P (U € Jy(z)) = 0i(2|y). Moreover, we want Jx(-) and Jy(-) to
“overlap” as much as possible, so that both X and Y have the same strategy for player i as many times
as possible.

Order the strategies for player i arbitrarily, say S; = {21,...,2s,/}. For k = 1,...,[S;|, label with z; an
interval of length min{o;(zx | x), 0;(2x | y)} on the leftmost side (not yet labeled) of both Ix and Iy. If
0i(2zk | x) > 04(2; | y) then label with z; also an interval of length o;(zx | x) — 0;(2k | y) on the rightmost
side (not yet labeled) of Ix, otherwise (if o;(z; | x) < 0;(2x | y)) label with z; also an interval of length



0i(zk|y) — 0i(2zr | x) on the rightmost side (not yet labeled) of Iy. At the end of this procedure, both
the intervals Ix and Iy are partitioned into sub-intervals labeled with the strategies of S;. Let us name
hx : Ix — S; and hy : Iy — S; the functions that for a point s € [0, 1] return the labels hx(s) and
hy (s) of the sub-intervals at which s belongs to in Ix and Iy respectively. Moreover, observe that there
is a point r € (0,1) such that hx(s) = hy(s) for every s < r and hx(s) # hy(s) for every s > r.

Now let U be a uniform random variable over the interval [0, 1], and define (X,Y) = (hx (U), hy (U)).
By construction we have that (X,Y) is a coupling of P(x,-) and P(y,-).

3 Warm up: A 3-player congestion game

In this section we study the CK game, a simple 3-player linear congestion game introduced in [5] that
exhibits the worst Price of Anarchy of the average social welfare among linear congestion games with 3
or more players. This game has two equilibria: one with social welfare —6 (which is also optimal) and
one with social welfare —15. As we shall see briefly, the stationary expected social welfare of the logit
dynamics is always larger than the social welfare of the worst Nash equilibrium and, for large enough g,
players spend most of the time in the best Nash equilibrium. Moreover, we will show that the mixing
time of the logit dynamics is bounded by a constant independent of 3; that is, the stationary distribution
guarantees a good social welfare and it is quickly reached by the system.

Let us now describe the CK game. We have 3 players and 6 facilities divided into two sets: G =
{91,92, 93} and H = {hq, ha, hg}. Playeri € {0, 1,2} has two strategies: Strategy “0” consists in selecting
facilities (g;, h;); Strategy “1” consists in selecting facilities (g;+1, hi—1, hi+1) (index arithmetic is modulo
3). The cost of a facility is the number of players choosing such facility, and the welfare of a player is
minus the sum of the costs of the facilities she selected. It easy to see that this game has two pure Nash
equilibria: when every player plays strategy 0 (each player pays 2, which is optimal), and when every
player plays strategy 1 (each player pays 5). The game is a congestion game, and thus a potential game
with following potential function:

Lx(j)
e(x)= > > i
JEGUH i=1

where Ly(j) is the number of players using facility j in configuration x.

Stationary expected social welfare. The logit dynamics for this game gives the following update
probabilities (see Equation 1)

oi(0]]x—i| =0) = 1= oi(1] x| =0) = 17aw
oi(0]|x—i|=1) = 13l oi(l[x=s| =1) = {7
o;(0][x—i[ =2) = 3 oi(l[x=i|=2) = 3
It is easy to check that the following distribution is stationary for the logit dynamics:
7(0,0,0] = 45
7[(0,0,1)] = 7[(0,1,0)] = #[(1,0,0)] = 55
w[(0,1,1)] = 7[(1,1,0)] = [(1,0, )] = #[(1,1,1)] = o5

where Z(3) = e %% 4 3¢710% 4 4¢7128. Let k be the number of players playing strategy 1; the social
welfare is —6 when k£ = 0, it is —13 if k = 1, it is —16 if £ = 2, and —15 when k£ = 3. Thus the stationary
expected social welfare is
B, (V] = 6e %7 +39¢7108 + (48 + 15)e~12F  3[2+ 13e7* 4 21767
" B e=608 4 3e—108 + 4e—126 B 1+ 3e=4P 4 4e=68

For 8 = 0, we have E; [IW] = —27/2 which is better than the social welfare of the worst Nash equilibrium.
As (3 tends to oo, E; [W] approaches the optimal social welfare. Furthermore, we observe that E, [W]
increases with § and thus we can conclude that the long-term behavior of the logit dynamics gives a
better social welfare than the worst Nash equilibrium for any G > 0.




Mixing time. Now we study the mixing time of the logit dynamics and we show that it is bounded
by a constant for any G > 0.

Theorem 2 (Mixing time) There exists a constant T such that the mizing time tp. of the logit dy-
namics of the CK game is upper bounded by T for every 3 > 0.

Proof. Observe that 0;(0|x) > 1/2 for every player i, every profile x, and every inverse temperature
B. Hence, if X; and Y; are two copies of the Logit dynamics Markov chain starting in states x and y
respectively, we can define a coupling of the two chains with the following properties: At every step we
choose the same player in both chains, and such player chooses strategy 0 in both chains with probability
at least 1/2.

Now consider the probability that after three steps the two chains have coupled. It is at least as large
as the probability that we choose three different players and all of them play strategy 0 at their turn, i.e.

2 3 6 36

Since this bound holds for every starting pair (x,y), we have that the probability the two chains have
not yet coupled after 3t steps is

1 t
Px,y (X3t 7é YVZ%) g (1 - 36) g e—t/36

The thesis follows from the well-known upper bound on the total variation distance by coupling time
(e.g., see Theorem 5.2 in [15]). O

4 Two player games

In this section we analyse the performance of the logit dynamics for 2 x 2 coordination games (the same
class studied in [3]) and 2 x 2 anti-coordination games .

4.1 Coordination games

Coordination Games are two-player games in which the players have an advantage in selecting the same
strategy. They are often used to model the spread of a new technology [20]: two players have to decide
whether to adopt or not a new technology. We assume that the players would prefer choosing the same
technology and that choosing the new technology is risk dominant.

We analyse the mixing time of the logit dynamics for 2 x 2 coordination games and compute the
stationary expected social welfare of the game as a function of 3. We show that, for large enough g,
players will spend most of the time in the risk dominant equilibrium and the expected utility is better
than the one associated with the worst Nash equilibrium.

We denote by 0 the NEW strategy and by 1 the OLD strategy. The game is formally described by the
following payoff matrix

L[ o [ 1]
0] (a,a) | (c,d) (6)
11 (d,c) | (b,b)

We assume that a > d and b > ¢ (meaning that they prefer to coordinate) and that « —d > b — ¢
(meaning that strategy 0 is the risk dominant strategy for each player). Notice that we do not make any
assumption on the relation between a and b. It is easy to see that this game is a potential game and the
following function is an exact potential for it:

(0,0)=a—d ®0,1)=0(1,00=0 &(1,1)=b—c.

This game has two pure Nash equilibria: (0,0), where each player has utility a, and (1, 1), where each
player has utility b. As d + ¢ < a + b, the social welfare is maximized in correspondence of one the two
equilibria and the Price of Anarchy is equal to max{b/a, a/b}.



Stationary expected social welfare. The logit dynamics for the game defined by the payoffs in
Table 6 gives the following update probabilities for any strategy = € {0,1} (see Equation (1))

71(0] (,0)) = 02(0] (0,2)) = —taw o1(1] (2,0)) = 02(1](0,2)) = tra—ar
o1(0 | (2,1)) = 02(0 | (1,2)) TTet—o7 oi(1] (1)) =02(1] (Lz)) = 1t

Theorem 3 (Expected social welfare) The stationary expected social welfare E; [W] of the logit dy-
namics for the coordination game is

a + be—((a=d)=(b=¢))B8 | (c+ d)e—(a—d)ﬂ

E W =2 — 0 005 1 20 D5

Proof. The stationary distribution 7 of the logit dynamics is

i (1,1) P (0,1) = 7(1,0) = —
T L, = (U, =m(l, =
Z(pB) Z(P) Z(B)
where Z(3) = e(@=D8 4 ¢(b=¢)8 L2 Observe that the probability that at the stationary distribution the
players are in one of the two states that are not Nash equilibria, (0,1) or (1,0), is % for 5 =0, (that is
when players randomly select their strategies) and it goes down to 0 as [ increases.
We compute the expected utility E, [u;] of player ¢ at the stationary distribution from which we
obtain the expected social welfare E, [WW] as E, [W] = 2 E, [u,].

Er[u] = er{0,1}2 i (x)7(x)

ae@~ DB L pe(b—B i g 7
e(a—d)B fe(b—C)B2 ( )

m(0,0) =

a+be” (@—d=b+)B 4 (cy g)e—(a— DB
14+e—(a—d=b+c)B 1 2e—(a—d)B

O

The following observation 4 gives conditions on 8 and the players’ utility for which the expected

social welfare E, [IW] obtained by the logit dynamics is better than the social welfare SWy of the worst
Nash Equilibrium.

Observation 4 For the coordination game described in Table 6, we have
o ifa>b and b < max{«ttd Y then B, [W] > SWy for all B;
e ifa>bandb> max{%‘”rd, %} then E, [W] > SWy for all sufficiently large [3;
o ifa<band a < max{¥td Y yhen B, (W] > SWy for all B;
e ifa<banda> max{w, “g—d} then E, [W] > SWy for all sufficiently large [3;
e ifa=>b then E; [W] < SWy for any (3,a,c and d.

Proof. We consider first the case a > b in which case the worst Nash Equilibrium is (1,1) with social
welfare 2b. It is easy to see that if b < “t£+4 or b < <44, then E; [u;] > b and thus E; [W] > SWy.
Otherwise, we observe that

(a—Db) — (2b— ¢ — d)e(a=DB

1+ e—(a—d—b-‘rc)ﬁ + 26—(a—d)6 >0

for 1 % d
e

I .

6>a—d0g a—>b

Consider now the case a < b; that is when the social welfare of the risk dominant equilibrium (0,0) is
lower than at equilibrium (1,1). In this case, the expected utility of the players goes down to the utility
of the worst Nash equilibrium, as 3 grows. However, as before, we can see that when 3a < b+ ¢+ d or
2a < ¢+ d then E; [u;] is always greater than a. Moreover, the condition holds for 8 > ﬁ log Q“%Ca*d.

Finally, consider the case a = b. In this case, it is easy to see that for any § we have that E, [u;] < a
(since we are assuming a > d and b > ¢). Then the expected social welfare obtained by our dynamics is

always worse than the social welfare of the Nash Equilibrium. O




Mixing time. Now we study the mixing time of the logit dynamics for coordination games and we
show that it is exponential in 3.

Theorem 5 (Mixing Time) The mizing time of the logit dynamics with parameter 3 for the coordi-
nation game of Table 6 is © (e(b_c)ﬁ).

Proof. Upper bound: We apply the Path Coupling technique (see Theorem 20 in Appendix A) with the
Hamming graph defined in (5) and all the edge-weights set to 1. Let x and y be two profiles differing
only for the player j and consider the coupling defined in Section 2.2 for this pair of profiles. Now we
bound the expected distance of the two coupled chains after one step.

We denote by b;(x,y) the probability that both chains perform the same update given that player 4
has been selected for strategy update. Clearly, b;(x,y) = 1. For i # j, we have

bi(x,y) = min{oi(0]x), 04(0]y)} +min{oi(1 | x), ou(1 | y)}
1 1
—a5 T -
1+ela=d)f 1 4 elb=0)f

For sake of compact notation we set

1 1

p= 1+ ela—d)B and 1= 1+ elb—0)B

and thus b;(x,y) = p+ ¢. To compute Ey y [p(X1,Y7)], we observe that the logit dynamics chooses
player j with probability 1/2. In this case, we have bj(x,y) = 1 and thus the coupling updates both
chains in the same way, resulting in X; = Y;. Similarly, player i # j is chosen for strategy update with
probability 1/2. In this case, with probability b;(x,y) the coupling performs the same update in both
chains resulting in p(X7,Y7) = 1. Instead with probability 1 — b;(x,y), the coupling performs different
updates on the chains resulting in p(X;,Y;) = 2. Therefore we have,

1

Bay (X1 Y1)] = 20ix) 42+ 5 (1= bi(x,y))
1

1 1

From Theorem 20, with a = §(p + ¢) and diam(Q2) = 2, it follows that

2 (log 2 4 log(1 1 4
og2 +logl1/=) _ 1\ 4 o
p+q p+q €

tmix (5) g

Lower bound: We use the relazation time bound (see Theorem 22 in Appendix A). The transition matrix

of the logit dynamics is
| 00 01 10 11

00| 1—p p/2 p/2 0

1— + 1—
p=| 01} 55 B0 =
1— + 1—

05 0 5

11 0 q/2 q/2 1—¢q

It is easy to see that the second largest eigenvalue of P is A, = %, hence the relaxation time is
trer =1/(1=X\,) = pZTq’ and for the mixing time we have

1 _2—(ptq, 1

tmix = tres —1)log — = ————log —
(€) (trer = 1) log o PETEL b
1 1
> ——log - (10)
p+q 2e

In the last inequality we used that p and g are both smaller than 1/2. The theorem follows by observing

that
1 — - 1 - -0 (e(bfc)ﬁ)
p + q 1+e(a—d)B + 14e(®—c)B




O

We observe that the upper bound on the mixing time obtained using the relaxation time (see Theo-

rem 22 in Appendix A) is not tight, hence in the above proof we had to resort to the path coupling for
the upper bound.

4.2 Anti-coordination games

Anti-coordination games are two-player games in which the players have an advantage in selecting differ-
ent strategies. They model many settings where there is a common and exclusive resource: two players
have to decide whether to use the resource or to drop it. If they both try to use it, then a deadlock
occurs and this is bad for both players. Moreover, they prefer to use the resource.

We analyze the mixing time of the logit dynamics for 2 x 2 anti-coordination games and we compute
the expected social welfare of the game as a function of 3. It turns out that the stationary expected
social welfare is fair (every player has the same expected utility) whereas Nash equilibria are unfair.
Moreover, the stationary expected social welfare tends to the social welfare of the Nash equilibria.

We denote by 0 the USE strategy and by 1 the DROP strategy. The game is formally described in the
following payoff matrix

L o] t ]
0| (a,a) | (d,c) (11)
[ (c.d) | (b,0)

We assume that ¢ > a and d > b (meaning that players prefer not to choose the same strategy), and that
¢ —a > d— b (meaning that strategy 0 is the risk dominant action for each player). Notice that we do
not make any assumption of the relation between ¢ and d. It is easy to see that the following function
is an exact potential for this game:

(0,0)=a—c ®0,1)=d(1,00=0 d(1,1)=b—d.
This game has two pure Nash equilibria: (0,1) and (1,0). Note that Nash Equilibria are unfair, as one
player has utility max{c, d} and the other min{c, d}.

Stationary expected social welfare. The logit dynamics for the game defined by the payoffs in
Table 11 gives the following update probabilities for any strategy = € {0,1} (see Equation (1))

71(0] (,0)) = 02(0] (0,2)) = ro=aw o1(1] (2,0)) = o2(1](0,2)) = —taw
01(0] (2,1)) = 2(0] (1,2)) = —tws o1(1] (z,1)) =02(1| (1,2)) = s

Theorem 6 (Expected social welfare) The stationary expected social welfare B, [W] of the logit dy-
namics for the anti-coordination game is

c+d+ ael@=B 4 pelb=dh
2+ ela—c)B + e(b—d)B

Proof. The stationary distribution of this Markov chain is

ela—c)B

m(0,0) = g

(b—d)B

m(L1) = Zg
m(0,1) = 7w(1,0) = 5

where Z(3) = e(@=9)8 4 (=48 L. 2 Observe that the probability that at the stationary distribution the
players are in one of the two states that are not Nash equilibria, (0,0) or (1,1) is % for 8 = 0, that is
when players select randomly the strategy to play and it goes down to 0 as 3 increases. The expected
utility is the same for every player ¢ € {0,1}

(a—c)B (b—d)p
Z Ui(x)ﬂ(x):c—kd—kae + be (12)

2+ e(a—0B 1 e(b—d)B

10



O
Observe that Ex [u;] < <54 and thus E; [W] < ¢+ d. In other words, for all 3, the stationary expected
social welfare is worse than the one guaranteed by a Nash equilibrium. On the other hand, for sufficiently
large 8 we have that E [u;] > min{c,d}. That is, in the logit dynamics each player expects to gain more
than in the worst Nash equilibrium.
Now we study the mixing time of the logit dynamics and we show that it is exponential in 5. The
proof is similar to the one of Theorem 5 and it is omitted.

Theorem 7 (Mixing time) The mizing time of the logit dynamics with parameter B for the anti-
coordination game in Table 11 is O(e(d~b)P),

5 A simple n-players game: OR-game

In this section we consider the following simple n-player potential game that we here call OR-game.
Despite its simplicity, the analysis of the mixing time is far from trivial. For the upper bound we use the
path coupling techniques on the Hamming graph with carefully chosen edge weights. Every player has
two strategies, say {0, 1}, and each player pays the OR of the strategies of all players (including herself).
More formally, the utility function of player i € [n] is

wi(x) = 0, if x =0;
ST —1, otherwise.

Notice that the OR-game has 2™ — n Nash equilibria. The only profiles that are not Nash equilibria are
the n profiles with exactly one player playing 1. Nash equilibrium 0 has social welfare 0, while all the
others have social welfare —n.

In Theorem 8 we show that the stationary expected social welfare is always better than the social
welfare of the worst Nash equilibrium, and it is significantly better for large 5. Unfortunately, in
Theorem 9 we show that, if § is large enough to guarantee a good stationary expected social welfare,
then the time needed to get close to the stationary distribution is exponential in n. Finally, in Theorem 10
we give upper bounds on the mixing time showing that, if § is relatively small then the mixing time is
polynomial in n, while for large 8 the upper bound is exponential in n and it is almost-tight with the
lower bound.

Theorem 8 (Expected social welfare) The stationary expected social welfare of the logit dynamics
for the OR-game is E, [W] = —an where a = a(n, 3) = 112(;;7916);?[,

Proof. Observe that the OR-game is a potential game with exact potential & where ®(0) = 0 and
®(x) = —1 for every x # 0. Hence, the stationary distribution is

1/2, if x =0;
m(x) =
e P27, if x #£ 0;

where the normalizing factor is Z = 1 + (2" — 1)e~#. The expected social welfare is thus

(2" —1)e=”

E. W= > W(x)w(x):—n.m.

xe{0,1}"

O
In the next theorem we show that the mixing time can be polynomial in n only if 8 < clogn for some
constant c.

Theorem 9 (Lower bound on mixing time) The mizing time of the logit dynamics for the OR-
game 18

1. Q(eP) if B < log(2"™ — 1);
2. Q(2") if B > log(2" — 1).

11



Proof. Consider the set S C {0,1}" containing only the state 0 = (0, ...,0) and observe that m(0) < 1/2
for 8 < log(2™ — 1). The bottleneck ratio is

20— X FOPOY) = Y POy)=n

T
( ye{o,1}n y€{0,1}m: |y[|=1

Hence the mixing time is
1

tmix 2 W =1+¢°
When § > log(2™ — 1) consider the set R C {0,1}" containing all states except state 0, and observe that

(2" —1)e P

m(R) = = (2" — 1)e P = T @ —1)e?

and it is less than 1/2 for 5 > log(2™ — 1). It holds that

_ e P11
QR R) = Z m(x)P(x,0) = Z m(x)P(x,0) = L
xER x€{0,1}n: |x|=1
The bottleneck ratio is
R, R Z 41 1 1
@(R):Q(,): L __<
m(R) @2r—1)e P Z 1+e B  (2n—1)(14+eP) 2n—-1
Hence the mixing time is
1
tmix>7>2n_1
®(R)

O

In the next theorem we give upper bounds on the mixing time depending on the value of 5. The theorem
shows that, if 5 < clogn for some constant ¢, the mixing time is effectively polynomial in n with degree
depending on c¢. The use of the path coupling technique in the proof of the theorem requires a careful
choice of the edge-weights.

Theorem 10 (Upper bound on mixing time) The mizing time of the logit dynamics for the OR-
game 18

1. O(nlogn) if B < (1 —¢)logn, for an arbitrary small constant € > 0;
2. O(n°t3logn) if B < clogn, where ¢ > 1 is an arbitrary constant.

Moreover the mizing time is O(n®/22") for every f3.

Proof. We apply the path coupling technique (see Theorem 20 in Appendix A) with the Hamming graph
defined in (5). Let x,y € {0,1}" be two profiles differing at only one player j € [n], without loss of
generality let us assume |x| = k — 1 and |y| = k for some k = 1,...,n. We set the weight of edge {x,y}
depending only on k, i.e. £({x,y}) = d; where §; > 1 will be chosen later. Consider the coupling defined
in Subsection 2.2.

Now we evaluate the expected distance after one step Exy [p(X1,Y1)] of the two coupled chains
(X, Y:) starting at (x,y). Let i be the player chosen for the update. Observe that if i = j, i.e. if we
update the player where x and y are different (this holds with probability 1/n), then the distance after
one step is zero, otherwise we distinguish four cases depending on the value of k.

Case k = 1: In this case profile x is all zeros and profile y has only one 1 and the length of edge {x,y}
is (x,y) = d1. When choosing a player i # j (this happens with probability (n—1)/n), at the next step
the two chains will be at distance §; (if in both chains player ¢ chooses strategy 0, and this holds with
probability min{c;(0|x), 0;(0|y)}), or at distance d2 (if in both chains player i chooses strategy 1, and
this holds with probability min{c;(1|x), o;(1|y)}), or at distance §; 4+ d2 (if player ¢ chooses strategy
0 in chain X; and strategy 1 in chain Y7, and this holds with the remaining probability). Notice that,

12



from the definition of the coupling, it will never happen that player ¢ chooses strategy 1 in chain X; and
strategy 0 in chain Y7, indeed we have that

. 1 .
min{oy(0]%), 0:(0[y)} =i(0y) =5 and  min{o(1]%), oi(L]y)} = ou(l]x) = 5 (13)
Hence the expected distance after one step is
n—1/1 1 1 1
xy [P(X1,Y1)] - (251+1+6B52+( 5 1+eg>(51+52)>
- n—1 (51 (52
n (1 Tt 2) (14)

Case k = 2: In this case we have z; = 0 and y; = 1, there is another player h € [n] \ {j} where
xp = yp = 1, and for all the other players ¢ € [n] \ {j, h} it holds x; = y; = 0. Hence the length of edge
{x,y} s {(x,y) = da.

When player h is chosen (this holds with probability 1/n) we have that o,(s|x) and op(s|y) for
s = 0,1 are the same as in (13). At the next step the two chains will be at distance d5 (if player h stays
at strategy 1 in both chains), or at distance d; (if player h chooses strategy 0 in both chains), or at
distance 91 + d2 (if player h stays at strategy 0 in chain X; and chooses strategy 1 in chain Y7).

When a player ¢ ¢ {h,j} is chosen (this holds with probability (n — 2)/n) we have that ¢;(0,x) =
0:(1,x) = 0;(0,y) = 0;(1,y) = 1/2. Thus in this case the two coupled chains always perform the same
choice at player ¢, and at the next step they will be at distance d5 (if player i stays at strategy 0 in both
chains) or at distance d3 (if player ¢ chooses strategy 1 in both chains).

Hence the expected distance after one step is

1/1 1 1 1 n—2/(1 1
Ex’y [p(XhYl)] = E (251 + m52 + (1 - 5 - 1—|—eﬁ> ((51 + 62)) + " <252 + 2(53)
1 2
= o (1 ey} o1+ (n —1)02 + (n - 2)53) (15)

Case 3 < k < n—1: When a player i # j is chosen such that x; = y; = 1 (this holds with probability
(k — 1)/n) then at the next step the two chains will be at distance J; (if 7 stays at strategy 1) or at
distance d—1 (if ¢ moves to strategy 0). When a player i # j is chosen such that z; = y; = 0 (this holds
with probability (n — k)/n) then at the next step the two chains will be at distance &y (if ¢ chooses to
stay at strategy 0) or at distance d;41 (if 7 chooses to move to strategy 0). Hence the expected distance
after one step is

kE—1/1 1 —k /1 1
Exy[p(X1,Y1)] = W <25k + 25k—1> + z - (25k + 25k+1)
1
= ((n—1)0k + (kK —1)0k—1 + (n — k)d11) (16)

Case k = n: When a player i # j is chosen, then at the next step the two chains will be at distance 4,
or at distance d,,_1. Hence the expected distance after one step is

-1/1 1 -1
By 60,10 = " (50,4 et ) = 560 4 00) an)

In order to apply Theorem 20 we now have to show that it is possible to choose the edge weights 61, ..., d,
and a parameter o > 0 such that

e (ﬁsﬁ + 672) < de®
ﬁ (ﬁél + (TL — 1)52 + (n — 2)53) < e @ (18)
ﬁ((n—l)ék—i—(k— 1)6/6,1 +(n—k)5k+1) < dpe @ k=3,....n—1
R N R

13



For different values of (3, we make different choices for o and for the weights d,. For clarity’s sake we
split the proof in three different lemmas. We denote by §™2* the largest dj.
In Lemma 11 we show that Inequalities (18) are satisfied for every value of 5 by choosing the weights
as follows
Fln=1d+1], if k=1
5 = "0k +1, if 2<k<n—1;

1, if k=n;

and by setting o = 1/(2n6™?*). Since the diameter of the Hamming graph is > .., §; < nd™*, from
Theorem 20 and Corollary 16 in the appendix, we obtain tpy = O(n/22").

In Lemma 12 we show that, if 5 < (1—¢) logn for an arbitrarily small constant € > 0, Inequalities (18)
are satisfied for every value of 3 by choosing weights §; = n'=¢ §; =4/3,03 =--- =6, = l and a = 1/n.
This gives tmix = O(nlogn).

In Lemma 13 we show that, Inequalities (18) are satisfied by choosing weights as follows

Lt [may 1], i k=1

5y = Z—:(Sk+1+1, if2<k<n—1;
1, if k=n;
where a; =n — 1 and by =ne # + 1 and, for every k=2,...,n —1

ap = (n — k})bk_l b, = (n + l)bk_l — (k — l)ak_l

and by setting o = 1/(2nd™*). From Corollary 19 it follows that, if 5 < clogn for a constant ¢ € N,
we have that . = O(n°t?). Since the diameter of the Hamming graph is Yo, 6 < nd™*, from
Theorem 20 in Appendix A it follows that t,; = O(n*3logn). O

5.1 Technical lemmas
In this section we prove the technical lemmas needed for completing the proof of Theorem 10.
Lemma 11 Let §y,...,d, be as follows
Hn=1)6+1], if k=1;
5 =4 Ok +1, if 2<k<n—1; (19)
1 if k=n;

)

and let o = 1/(2nd™>*) where 6™ = max{dy : k= 1,...,n}. Then Inequalities (18) are satisfied for
every 8 > 0.

Proof. Observe that, for every k = 1,...,n, the right-hand side of the k-th inequality in (18) is

max 1 1) 1
—a _ 5, e—1/(2ndm) _ =0 — — > — —
5k€ 5k6 > 5k (1 2n(5max) 5k o max = 5k m (20)

Now we check that the left-hand side is at most d; — 1/(2n).

First inequality (k =1): =1 (H‘;el,ﬁ + %2) <o1e™®

From the definition of d; in (19) we have that

20, -1

1)
2 n—1

Hence the left-hand side is

n—1 (51 (52 n—1 62 n—1 2(51—1 1 1
—_— —_ < —_ = — —_— = — —_ — —_—
n (1 +e B + 2) S oon (51 * 2) n <§1 + 2(n — 1)) 2n(2n51 V=2 2n

14



Second inequality (k = 2): 5 (ﬁ(ﬁ +(n—1)d+ (n— 2)53) < dge™®

From the definition of d2 in (19) we have that

03 = %(52 -1)
Hence the left-hand side of the second inequality is
L (261 +(n—1)d + (n— 2)63> < L (201 + (n — 1)d2 + (n — 2)d3)
2n \1+e b 2n
- % (0= D)3y + 14 (n — 1) +2(65 — 1))
= - Onh 1) =6 o

Other inequalities (k=3,...,n —1): 5= ((n— 1)0; + (k — 1)0k—1 + (n — k)dp41) < Spe™*
From the definition of 0y in (19) we have that

k
Op41 = m(‘sk -1)

Hence the left-hand side is

1 1
5 (0= D+ (k= D01+ (1= B)a) = 5o (= D0+ (0 — b+ s+ (k= 1) + kéy — k)
1 1

Last inequality (k =n): %21(6, + 6,—1) < 6@

Since 6, = 1 and §,,_1 = ﬁ&n + 1= ", the left-hand side of the last inequality is

n—1 n—1 n 1
Op +0p_1) = 1 =1-—
2n (On + 1) 2n ( Jrn—l) 2n

Lemma 12 Let §y,...,d, be as follows
(51277,1_6, (52:4/3, 53:'-'=6n:1

where € > 0 is an arbitrary small constant and let « = 1/n. Then Inequalities (18) are satisfied for every
B<(1—¢€)logn.

Proof. We check that all the inequalities in (18) are satisfied.

First inequality (k = 1): an (H‘sel,ﬁ + %2) < e @

For the left-hand side we have
n—1 o1 02 1 nl—e 2
- 22 — R 42
n <1—|—e—5+2) ( n)(1+e—5+3
LN [( 2y (1 (0 2
n)\1+ -4 3/ n)\n'=+1 3
1 =+ -1)+1 2 1 1— 1
1-—— =(1-— ey —
< n)( nt=¢+1 +3 n)\" +n1*5+1 3

For the right-hand side we have

/N

51€—a _ nl—se—l/n > nl—s (1 _ 1) )
n

15



Hence the left-hand side is smaller than the right-hand one (for n sufficiently large).

Second inequality (k = 2): 5- (H%(Sl +(n—1d6+Mn-— 2)53) < dpe™ @
For the left-hand side we have

1 2 _ 1 2 1—¢ 4
(bt =i 0-28) = o (e -5 (- 2)

i 271175 + zn = z + i
2n 37) 6 nf
And for the right-hand side we have

4 4 1 4 1
5267a:7671/n>7 1—=)>=-—-=
3 3 n 3 n

/A

Hence the left-hand side is smaller than the right-hand one (for n sufficiently large).

Third inequality (k = 3): 5 ((n — 1)d3 + 202 + (n — 3)d4) < dze™®
For the left-hand side we have

o (1= 1)05 420+ (n—3)ds) = 2ln<(n_1)+2§+(n_3))
= %(%—SK";I

And for the right-hand side we have

1
Sge @ = 1/ > (1 — )

n

Hence the left-hand side is smaller than the right-hand one.

Other inequalities (k > 4): 5= ((n — 1)6 + (k — 1)65—1 + (n — k)0p41) < dpe™®

Since §; = 01 = dx41 = 1 the left-hand side is equal to ”T_l and the right-hand side is e~/ > "T_l O

Lemma 13 Let §1,...,d, be as follows

Lt lmgy 1], i k=1
O = %6k+1 + 1, if2<k<n—-1; (21)
1, if k=n;
where a; =n — 1 and by =ne P + 1 and for every k=2,...,n—1

ar = (n—k)by—1 b = (n+ 1)bp—1 — (k= 1)ak—1

and let o = 1/(2nd™**) where 6™ = max{d, : k= 1,...,n}. Then Inequalities (18) are satisfied for
every 3 = 0.

Proof. Observe that, as in Equation (20), for every k = 1, ..., n, the right-hand side of the k-th inequality
in (18) is
—a 1

ope 2(5}.3—%

Now we check that the left-hand side is at most o — 1/(2n).
First inequality (k =1): 2=1 (H_(Sﬁ + %2) < 6e @
From the definition of d; in (21) we have that

P41 25
gy = L
n—1 1+e A

16



Hence the left-hand side is

n—1 01 0o n—1 01 n67ﬁ+1 01 1
n(1+e—ﬂ+2> T n L+e—ﬁ+ n—1 <1+e—52>}
_n—1 § ne?+1\ ne P +1
n 1+eﬁ( n—1 )_ 2n
< 1—i
2n

Second inequality (k = 2): 5 (ﬁél +(n—1)d+ (n— 2)63) < dge™®

From the definition of d2 in (21) we have that

b n+1)by —a
by (g —1) = MED—a

as (n—2)by (02 =1)
Hence the left-hand side is
% (1—1—26—551 +(n—1)8s+ (n— 2)53> — % [(2‘1152 n 1) +(n—1)6s+ (7”12#(52 - 1)}
< 6y — %

For the next inequalities we need the following claim.

Claim 14 For every k > 2, it holds that by, > kbg_1.

Proof. We proceed by induction on k. The base case k = 2 follows from
bo=(n+1)neP+1)—(n—1)=n+1)ne?+2>2mne?+1)=2b.

Now suppose the claim holds for k — 1, that is bx—1 > (k — 1)bg—2. Then

b, = (n + 1)bk,1 — (]f — 1)ak,1
— ()bt — (k= 1)(n—F+ 1)b_s
[(n+1) = (n—k +1)] byt = kbg_1

WV

Other inequalities (k =3,...,n—1): 5= ((n — 1)0x + (k — 1)0,—1 + (n — k)dp41) < Spe™ @

From the definition of 0 in (21) we have that

by (n+ Dbr—1 — (k= 1L)ag—
Opr = (0 —1) =P (0r —1)
Hence the left-hand side is
(= Do+ (k= Dot + (0= B)s) = o (= Da 4+ (k1) (25, 41
m n k k—1 n k+1) = m n k Dot k
1)bp_1 — — 1Dag_
L A Db = (k- Do 1(5]{_1)}
br—1
1 (TL —k + 2)(7]@,1 - (k - 1)ak,1
= 616—7
2n br_1
S A (n—k+2)—(k—1)(n—k+1)bk*2
-k 2n br_1
1
< _
X 52 2”
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where the inequality follows from the above claim.

Last inequality (k =n): %2 (6, + 6,—1) < dpe @

Since §,, =1 and §,,_1 = Z":ll Oon+1= Z”:ll + 1, the left-hand side of the last inequality is
n—1 n—1 Ap_1 n—1 bp_2
—— (0 + 0 = 2 =—2
2n (O + ) 2n ( + bn_1> 2n ( + bn_1>
n—1 1 1
< 2 =1--=—
2n < i n— 1) 2n
where the inequality follows from the above claim. O

Observation 15 Let 01,...,9, be defined recursively as follows: §, =1 and
Op = Vilk+1 + 1
where v, > 0 for every k=1,...,n— 1. Let ™ =max{d; : k=1,...,n}. Then
J
omax gnmax{H% c1<h<j gnl}
i=h

Proof. The observation follows from the fact that, for k =1,...,n — 1, we have

d
Corollary 16 Let 01,...,0, be defined as in Lemma 11. Then §™** < cy/n2" for a suitable constant c.

Proof. By Observation 15 and the definition of 41, ...,d,, it holds that

J .
n—1
gmax nmax{H ; lghgjén}
i=h
[n/2]
n
< n
=1

<) <V

for a suitable constant c. (]

Lemma 17 Let 61,...,6, be defined as in Lemma 13 and [ < clogn for a constant ¢ € N and define
Vg = ‘Z—’;. Then

e < n Y k;
e < 1 ifk>c+2
VYet2 = O(l);
Proof. Let us write v as
pre P 41,
qre P + 1y,
where p1 =0, ¢y =n,l1 =n—1,r; =1 and
pr = (n—k)gr—1 @ = (n+1)g—1 — (k= 1)pr—1
lk=mn—k)rie_1 =(n—k)(k—1)! re=Mm+ Drg_1 — (k— Dlg—1 = k!

Observe that for every k, p, is always less than g, hence [ngy — prle™ > 0; indeed, I — nry =
(k—1)!(n — k — nk) < 0. Hence we have for every k

e P40,
k qre= P + 1y,

18



Moreover, observe that if exists k* such that v+ < 1, then for every k > k* we have v+ < 1. Indeed
b —ap = (k+1)br_1 — (k—1)ar_1

is larger than 1 since bg_1 > ag—1 by hypothesis. In order to complete the proof, we need to show that

Yet+s < 1 and v.y2 = O(1). We need the following claim.

Claim 18 For 1 <k < ¢+ 2, we have q; > 2~ *n*.

Proof. We proceed by induction on k, with the base kK = 1 being obvious. Suppose the claim holds for
k—1, that is gp—1 > 2~ *"Unk=1 then

=+ Dge_1— (k—Dpr_1 > ~qr_1 =2 "nk.

|3

From the above claim, since e=? > n~¢, we have that
(Ges3 — Pc+3)€7ﬁ =[(n+1)geq2 — (¢ +2)peg2 — (n—c — 3)Qc+2]67ﬂ > 2qey0e? > 2~ (et 2,

Indeed, loy3 — rers = (¢4 2)!(n — 2¢ — 6) < (¢+ 2)! - n. Hence, for n sufficiently large we have .43 < 1.
Similarly, we have [gey2 — Peyale™ = 27%n and loio — reyo < (¢ + 1)! - n. Hence,

Yera < (c+ 1)-2°=0(1).

]
Corollary 19 Let 61,...,6, and c be defined as in Lemma 13. Then 6™ = O(n°+?).
Proof. By Observation 15, Lemma 17 and the definition of 4y, ..., d, it holds that
J @
omax nmax{ bl:lghgjgn}
i=h !
c+2 a
< n H b—: = O(n°*?).
i=1
d

6 Conclusions and open problems

In this paper we studied strategic games where at every run a player is selected uniformly at random
and she is assumed to choose her strategy for the next run according to a noisy best-response, where the
noise level is tuned by a parameter 3. Such dynamics defines a family of ergodic Markov chains, indexed
by [, over the set of strategy profiles. We study the long-term behavior of the system by analysing the
expected social welfare when the strategy profiles are random according to the stationary distribution of
such chains and we compare it with the social welfare at Nash equilibria.

In order for such analysis to be meaningful we are also interested in the mizing time of the chains, i.e.
how long it takes, for a chain starting at an arbitrary profile, to get close to its stationary distribution.
The analysis of the mixing time is usually far from trivial even for very simple games.

We study several examples of applications of this approach to games with two and three players and
to a simple n-players game. We started by showing that the social welfare at stationarity for the 3-player
linear congestion game that attains the maximum Price of Anarchy is larger than the social welfare of
the worst Nash equilibrium. This result is made significant by the fact that, for all 3, the logit dynamics
converges at the stationary distribution in constant time. For 2-player coordination and anti-coordination
games the mixing time turns out to be exponential in 8 and we give conditions for the expected social
welfare at stationarity to be smaller than the social welfare of the worst Nash equilibrium. In the n-player
OR-game, the mixing time is O(nlogn) for G up to logn; if B < clogn with ¢ > 1 constant, the mixing
time is polynomial in n with the degree depending on constant ¢; finally, for large 4 the mixing time is
exponential in n.

We leave several open questions for further investigation. For example, we would like to close gaps
between upper and lower bounds for the mixing time of the OR-game. Moreover, we would like to
investigate logit dynamics for notable classes of n-player games.
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Appendix

A Markov Chains’ Summary

We summarize the main tools we use to bound the mixing time of Markov chains (for a complete
description of such tools see, for example, Chapters 7.2, 12.2 and 14.2 of [15]).

For an irreducible and aperiodic Markov chain M with finite state space (2, transition matrix P, and
stationary distribution 7, the mizing time is defined as

tmix(e) =min {t € N : max{||P"(z,) — 7|1v : 2 € Q} <¢}

where P*(z, ) is the distribution at time ¢ of the chain starting at «, || P*(x, -)=7|lrv = § >, cq [P (2, y) -
m(y)| is the total variation distance, and € > 0 is a constant smaller than 1/2. For convenience, it is
usually set to e = 1/4 or € = 1/2e. If not explicitly specified, when we write tp,ix we mean tmix(1/4).

Theorem 20 (Path coupling) Let M = {X; : t € N} be an irreducible and aperiodic Markov chain
with finite state space Q and transition matriz P. Let G = (2, E) be a connected graph, let £ : E — R
be a function assign weights to edges such that £(e) = 1 for every edge e € E, and let p : @ x Q — R be
the corresponding path distance, i.e. p(x,y) is the length of the (weighted) shortest path in G between x
and y.

Suppose that for every edge {x,y} € E a coupling (X,Y) of distributions P(x,-) and P(y,-) exists such
that Eg 4 [p(X,Y)] < L({z,y})e™ for some o > 0. Then the mizing time tpiz(e) of M is

b(e) < (08(dIam(G)) + log(1/e)

a
where diam(G) is the (weighted) diameter of G.
Theorem 21 (Bottleneck ratio) Let M = {X; : t € N} be an irreducible and aperiodic Markov chain

with finite state space ), transition matrix P and stationary distribution w. Let S C Q be any set with
m(S) < 1/2. Then the mizing time is

where

(S) = and  Q(S,S)= > w(x)P(x,y).

x€S,yes

For a reversible transition matrix P of a Markov chain with finite state space €2, the relazation time

tral 1s defined as
1

1—A*
where \* is the largest absolute value of an eigenvalue other than 1,

trel =

A = max{|A| : X\ is an eigenvalue of P, A # 1}.

Notice that all the eigenvalues have absolute value at most 1, A = 1 is an eigenvalue, and for irreducible
and aperiodic chains, —1 is not an eigenvalue. Hence t,. is positive and finite.
We have the following theorem.

Theorem 22 (Relaxation time) Let P be the transition matriz of a reversible, irreducible, and ape-
riodic Markov chain with state space  and stationary distribution w. Then

1 1
(trel - 1) log <2 ) < tmix(e) < log ( ) trel
€ €EMmin

Where Tpmin = Mingeq m(x).

21



