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1. In V* (equipped with the usual dot product) let v = (1,—1,2,3). Among all vectors
(x,y,z,t) such that x — y + z — ¢t = 0 find the one which is closest to v, and compute its
distance from v.

Solution. The set of solutions of the equation z — y + 2z — t = 0 is a linear space, say
W. The vector of W which is closest to v is nothing else than pry (v), the projection of

v onto W. We know that v = pryy(v) + pryyo (v). Since W+ is 1-dimensional (note that
W+ =L((1,-1,1,—1)), it is simpler to compute pry, . (v) and then compute

1 1
pTW(V) =V —DPwi (V) = (17 _17273) - 1(17 _17 17 _1) = 1(37 _37 77 13)

Its distance from v is || %(17 -1,1,-1) ||= % —

N[ +—

2. A point moves in space is such a way that, at time tg, its position vector is (3,5, —3),
its velocity vector is (1,2, —2) and its acceleration vector is (2,2,0). At time ¢ find: the
unit normal vector, the equation of the osculating plane, the radius of curvature, the center
of curvature, a parametrization of the osculating circle.

Solution. - Osculating plane: it is the plane r(tg) + {sv(to) + Aa(to) | s, € R }.

- Unit normal vector: by means of the orthogonal projection, we decompose a(tg) as the
sum of a vector parallel to v(y) and a vector perpendicular to v(tp) and we express the
sum as a linear combination of unit vectors:

(2,2,0) = 8(1,2, —-2)+((2,2,0) — %(1,2, -2)) = 2(%(1,2, —2)) + %((4, 2,4)) =

2(%(1, 2,-2)) + 2(%(4, 2,4))

By unicity of the orthogonal decomposition, this must coincide with the decomposition:

a(to) = v'(to)T'(to) + v(to) | T'(to) I N (to)-

Therefore )
N(tO) = 6(47 274)
- Radius of curvature: it is the inverse of the curvature which is computed by the usual
formula k = w However, since we know that x = ”TT” and, from the above decompo-
sition, v =3 and v || 7" ||= 2, we get that
5 1 2
K = _ = -
vz 9
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Therefore the radius of curvature at ¢g is

9
- Center of curvature at tg: it is
9 1 3
C(to) = r(to) + R(to)N(to) = (3,5,—3) + 5 6(4 2,4)=(3,5,-3) + 1(4,2,4)
- Osculating circle at ty: it is the circle whose center in the center of curvature, and passing
through r(t¢¢), that is:

C(to) + R(to)(COS Q(I‘(to) — N(to)) + sin Q(T(to))), 0 e [0, 271']

3. Let V be the linear space of real polynomials of degree < 2. For each of the
following functions, establish whether they are linear transformations. For those which
are linear transformations, compute their representative matrices with respect to the basis
& = {1,x,2?} and establish whether they are invertible linear transformations:

() T:V -V, T(P(z)) =zP (x+1) — (z + 1)P'(z);

(b) S:V =V, S(P(x))=x2P(x+1)— P(x) — x;

(c) R:V =V, R(P(z))= (2> +z+1)P"(x+ 1) — 2P(z)

Solution.  (a) T(P(x) +
xP'(x+1) — (x+ 1)P/(
T(AP(z)) = xAP'(x + 1

Q) = z(P(x +1) + Q(
)+ Q:Q’(:E +1) = (z+1)Q'(x)

act D) — (z + 1)(P(z) + Q(z)) =
) = (x + AP (z) = AT (P(x)).

T((P(x)) + T(Q())-

0 -1 0

Therefore T is linear. The representative matrix is mg ¢(7) = 0 0 0 |. It is not an
0O 0 O

invertible matrix. Therefore T is not an invertible linear transformation.

(b)

S(P(z) +Q(z)) = x(P(z + 1) + Q(z + 1)) — (P(z) + Q(z)) —z =

aP'(z +1) = P(z) +2Q'(z + 1)) — Q(z) — =

S(P(z)) +5(Q(z)) = 2P'(x +1) = P(z) —z +2Q'(z + 1)) - Q(z) —z =
P (x+1)—P(z) +2Q'(z + 1)) — Q(x) — 2.

Therefore S is not linear.

(c) R(P(z)+Q(z)) = (22 +2+1)(P(x+ 1)+ Q(xz + 1)) —2(P(x) + Q(x)) = (z* + = +
DP"(z+1) = 2P(z) + Q"(z + 1) = 2Q(z) = R(P(z)) + R(Q(z)).

]:fl()\Pf(x))R: (:vl2+:c+1))\P”(x+1)—2)\P( r) = M(2?+2+1)P"(x+1)—2P(x)) = AR(P(z)).
therefore R is linear.

o O

The representative matrix is mg g¢(R) = It is not an invertible matrix.

0 0 0
Therefore R is not an invertible linear transformation.
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x —x+ by — 2z
4. Let T : V3 — V3 the linear transformation defined by T(| v |)=| —-z—-y+=2

z or — Yy — 22
(a) Is T one-to-one? If the answer is in the affirmative, explain why. If the answer is in
the negative, find two different vectors u,v € V3 such that T'(u) = T(v).
(b) Is T surjective? If the answer is in the affirmative, explain why. If the answer is in the
negative show a vector w which does not belong to T'(V3).

Solution. (a) Computing the null-space N(T') we get N(T') = L((9,1,2)). Therefore T is

not injective. For example, T((0,0,0)) = 7((9,1,2)) = (0,0,0). More generally, any two

vectors u, v such that u — v € N(T') have the same value via T

(b) We have that 7k(T') = 2. Therefore T is not surjective. Since T'(V?3) = L((—1,-1,5),(5,—1,—1))
which has cartesian equation x + 4y + 2z = 0, a vector which does not satisfy that equation

does not belong to the range of T'. For example: w = (1,0,0).

5. Compute (in the usual coordinates (z,y) ) the center/vertex, foci/focus and directri-
ces/directrix of the conic section of cartesian equation: x? + 2xy + 4% + 22 — 2y + %

1 1
eigenvalues are 0 and 2. Correspondingly, we get the orthonormal basis of eigenvectors
B = {\%(1,—1), %(1,1)}. The change of basis matrix is Mg ¢ = \/Lﬁ (_11 1) The
components of (z,y) with respect to the basis B, say (2',y’), are related to (x,y) as

follows:
z\_ 1 (1 1 o\ _ Ly
y - \/5 _1 1 y/ - \/§ _xl + yl

Substituting, we get

Solution. The quadratic part is Q(x,y) = 2% + 2xy + y?. The matrix is <1 1) whose

1 1 1
22y +yi 420 —2y+—= = 2(y’>2+2(—(w’+y’))—2(ﬁ(—x’+y’))+— =2(y' )%+

V2 V2
4 1

=2(y')* + E(CE’ +7)

In conclusion, the equation of the conic section in the (z’,y’)-components is

>

(W) = V2 + )

The conic section is a parabola. Moreover, it follows that the (2’,y’)-coordinates of the

vertex are (—%,0). The vertex, in the (z/,y’)-coordinates, is (—%,0) — (*/Ti, 0) = (%5, 0).

In the (z,y)-coordinates we get the vertex:

1 1
42 42

3
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and the focus:
11— V2 1-+v2
412 T 42




