MULTIDIMENSIONAL EXPANDING MAPS WITH SINGULARITIES: A PEDESTRIAN APPROACH
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Abstract. I provide a proof of the existence of absolutely continuous invariant measures (and study their statistical properties) for multidimensional piecewise expanding systems with not necessarily bounded derivative or distortion. The proof uses basic properties of multidimensional BV functions.

1. INTRODUCTION

Lately several authors attempted to treat billiards directly by transfer operator methods. While the first attempts can be traced, at least, as far back as 1995,¹ most of the related work is quite recent and is motivated by the anisotropic Banach space approach started in [8]. Such an approach has been very successful in the smooth case [19, 20, 2, 6, 7, 29, 30, 31, 9] but its extension to the piecewise smooth case is still unsatisfactory in spite of encouraging recent progress, see [15, 3, 4, 5]. The hopes motivating such a program are to obtain simpler, stronger and more flexible proofs for, e.g., decay of correlations, statistical stability and limit laws.

Given such a situation, it is natural to reconsider the piecewise expanding case. The payoff of this revisitation is twofold. On the one hand I generalize the existing results to the case in which the derivative of the map is unbounded and there may be countably many domains of smoothness. On the other hand I obtain a more streamlined and elementary proof. Hence this note both contains new results and is a useful warm up for the hyperbolic setting.

More precisely, I show that the blow up of the derivative can be, at least in some cases, easily handled without resorting to the “homogeneity strips” strategy usually employed in billiards. The method presented here is the higher dimensional analogous of the one introduced in [34]. I work in the piecewise $C^2$ setting. One could extend the theory to the $C^{1+\alpha}$ case, but she would have to use a generalization of BV spaces that would considerably cloud the argument (but see [36] for a possible alternative).

I use the space of functions of bounded variation (unlike some more unconventional spaces as in [35]) and very little of the theory of bounded variation functions

¹ See [27] which was in fact applicable to billiards by introducing the usual homogeneity strips strategy, even though such an extension was not present in the published version.
2. The class of maps

Let us consider classes of maps $T : \Omega \to \overline{\Omega}$, $\Omega = \overline{\Omega} \subset [0,1]^d$, satisfying specified subsets of the following conditions.\(^2\) Let $m$ be the Lebesgue measure.

0. For each $n \in \mathbb{N}$, $m(T^{-n}\partial\Omega) = 0$.
1. There exists a countable collection of disjoint connected open sets $\{\Omega_k\}$, $\bigcup_k \Omega_k = \Omega$,\(^3\) such that $T$ is $C^2$, with $C^1$ inverse, when restricted to each $\Omega_k$.
2. For all $k \in \mathbb{N}$, $T|\Omega_k$ and $(DT)^{-1}|\Omega_k$ have a continuous extension to $\overline{\Omega}_k$.\(^4\)
3. For each $j \in \{1, \ldots, d\}$,\(^5\) $x_{\neq j} \in \mathbb{R}^{d-1}$ and $k \in \mathbb{N}$, $\Omega_k \cap \{(x_{\neq j}, y) \mid y \in \mathbb{R} = \cup_t \{x_{\neq j}\} \times I_{k,t}(x_{\neq j}),$ where the $I_{k,t}(x_{\neq j}) \subset \mathbb{R}$ are, possibly countably many, disjoint open intervals.\(^6\) In addition, there exist $\delta > 0$ and $\lambda > 1$ such that\(^7\)

$$\sup_{x \in [0,1]^d} \sum_j \| I_{x,\ell}(x_{\neq j})(\cdot)(\|DT^{-1})(x_{\neq j}, \cdot\|)_{L^\infty} \leq \lambda^{-1},$$

where $I_A$ stands for the indicator function of the set $A$.
4. For each $k \in \mathbb{N}$ let $\Omega'_k = \{x \in \Omega_k : \text{dist}(x, \partial\Omega_k) \geq \varepsilon\}$ and $\partial^c \Omega_k = \Omega_k \setminus \Omega'_k$.

Then, for each $j \in \{1, \ldots, d\}$,

$$\lim_{\varepsilon \to 0} \sup_{x \in \Omega'_k} \int_0^1 \|\partial_{x_j} [(DT)^{-1}](x_{\neq j}, y)\|_{L^\infty} I_{x,\delta}(x_{\neq j}, y) dy = 0.$$

5. For each $i, j, k \in \{1, \ldots, d\}$, $(DT)^{-1}_j[(DT)^{-1}]_{ji} \in L^1(\Omega, m)$.
6. There exist $C > 0$, $\alpha \in (0,1]$ and $\alpha \geq 1$ such that for each $x \in \Omega$ and $\varepsilon > 0$ holds true\(^8\)

$$m(\cup_k \partial^c \Omega_k) \leq C^d \varepsilon^\alpha; \quad \|\nabla \det(D_T)\|_{L^\infty} \leq C d(x, \partial\Omega)^{-\alpha}.$$

Remark 2.1. The above conditions are not all independent, I introduced some partial repetitions to make them more transparent. The zeroth condition simply ensures that the dynamics is well defined Lebesgue almost surely. In the case $d = 1$, the first two conditions reduce to the usual definition of piecewise expanding maps. Condition three reduces, in one dimension and when the partition is finite, to the

\(^2\) If a given $T$ does not satisfy the conditions below, they may still hold for some power of $T$.
\(^3\) Note that $\cup_k \partial \Omega_k = \partial \Omega$.
\(^4\) I will use the notations $(D_x T)^{-1}$ or $[(DT)^{-1}](x)$ for the inverse of the matrix $DT$ computed at the point $x$.
\(^5\) From now on the notation $x_{\neq j}$ stands for the vector $(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_d)$ and $(x_{\neq j}, y)$ stands for $(x_1, \ldots, x_{j-1}, y, x_{j+1}, \ldots, x_d)$.
\(^6\) Note that, for some $x_{\neq j}$, the set $\{I_{k,t}(x_{\neq j})\}$ may be empty.
\(^7\) The following could be replaced by a weaker condition in which one takes an inf on all the possible orthonormal bases. This is due to the fact that in definition (2.1) appears the divergence which is rotationally invariant. I avoid this generalization to favor readability. In particular, to implement such a strategy I would be forced to use a rotation invariant norm, such as the Euclidean one, instead of $\|\hat{v}(x)\|_\infty = \max_{i \in \{1, \ldots, d\}} |\hat{v}(x)|$, $\|A(x)\|_\infty = \max_i \sum_j |A(x)_{ij}|$, $\|\hat{v}\|_L^\infty = \sup_x |\hat{v}(x)|_\infty$ and $|A|_L^\infty = \sup_x \|A(x)\|_\infty$, which I find more convenient here.
\(^8\) One could even allow an exponential blow up at singularities, provided the rate is taken small enough. It suffices to truncate the restricted transfer operators (defined in section 4) at a polynomial distance from the singularity rather than at an exponential distance. I choose not to pursue this generalization because on the one hand it is obvious and on the other hand it would only make the argument less transparent.
standard condition that the expansion be larger than two. In higher dimension is implied by the condition that the boundaries of the $\Omega_k$ are transversal to the coordinate axes and that the maximal number of $\Omega_k$ covering a point is strictly bounded by the minimal expansion $\left\| (DT)^{-1} \right\|_{L^1}^{-1}$. In one dimension condition four simply says that the inverse of the derivative must be locally in $W^{1,1}$ (i.e. its derivative must be in $L^1$), this is essentially Rychlik’s condition [34]. In higher dimension, assuming a finite partition with transversal boundaries, is implied by a uniform integrability conditions for the functions $\left\| \partial_k \right\|_{L^1}(x \neq j, \cdot)\|_{\infty}$. Condition five trivializes in one dimension and is fairly weak in any dimension. Finally, the last condition is not needed if $d = 1$ (see Theorem 1).

As in the one dimensional case we will work with the $BV$ and the $L^1$ norms, but $BV$ needs a word of explanation. For each $h \in L^1(\mathbb{R}^d, m)$ define
\begin{equation}
(2.1) \quad \| h \|_{BV(\mathbb{R}^d)} := \sup_{\varphi \in C^0_0(\mathbb{R}^d)} \int_{\mathbb{R}^d} h \cdot \text{div } \varphi.
\end{equation}

As usual $BV(\mathbb{R}^d) = \{ h \in L^1(\mathbb{R}^d, m) : \| h \|_{BV(\mathbb{R}^d)} < \infty \}$. Next,
\begin{equation}
(2.2) \quad \| h \|_{BV(\Omega)} := \| \mathbb{I}_\Omega h \|_{BV(\mathbb{R}^d)},
\end{equation}

and $BV(\Omega) = \{ h \in BV(\mathbb{R}^d) : \text{supp } h \subseteq \Omega \}$. From now on I will use $BV$ to designate $BV(\Omega)$, if no confusion arises. For the reader convenience I collect in Appendix A the relevant properties of BV functions.

**Remark.** Note that the alternative to define the norm in (2.2) for each $h \in L^1(\Omega)$ directly by (2.1) with the sup restricted to the $\varphi$ with support contained in $\Omega$ would not work (in particular Lemma 3.1 may fail, see [33] for a counterexample).

We are now ready to state precisely the result proved in this note.

**Theorem 1.** Any map satisfying assumption 0-5 has (at most finitely many) invariant measures absolutely continuous with respect to Lebesgue. Such measures have densities that belong to $BV$ and their supports yield the ergodic decomposition of the Lebesgue measure. If there exists only one absolutely continuous invariant measure $\mu$, with density $h_\mu$, then the following alternative holds: either the dynamical system $(\Omega, T, \mu)$ is not mixing or there exist $\sigma \in (\lambda^{-1}, 1)$ and $C > 0$ such that, for all $h \in BV(\Omega)$ and $f \in L^d(\Omega, m)$,
\begin{equation}
\left| \int_{\Omega} f \circ T^n h - \int_{\Omega} h \cdot \int_{\Omega} h_s f \right| \leq C \| h \|_{BV} \| f \|_{L^d} \sigma^n.
\end{equation}

---

9 Note that in one dimension this can always be satisfied, for some power of $T$, provided the expansion is larger than one. This in not true in higher dimensions (see [37, 11]) although it can be achieved in special cases (see [10, 12, 38]).

10 I doubt that having only the inverse of the derivative locally in $W^{1,1}$ suffices to prove Theorem 1.

11 By $C^0_0$ I mean the vector space of $r$-times differentiable functions with compact support. Here and in the following I will not specify the variable of integration if no confusion arises. In any case all the integrations are with respect to the Lebesgue measure unless otherwise stated.

12 Note that $BV(\Omega)$ is a closed vector space under the $BV(\mathbb{R}^d)$ norm and that (2.2) is a norm in $BV(\Omega)$. Also, for $h \in L^1(\Omega, m)$ I will often write $h \in BV(\Omega)$ to mean $\mathbb{I}_\Omega h \in BV(\Omega)$, i.e. the functions are extended to be zero on $\Omega^c$.

13 That is, all the indecomposable invariant sets (mod 0) of positive Lebesgue measure.

14 To be precise $f \circ T^n$ is defined only on $\cap_{n \in \mathbb{N}} T^{-n} \Omega \subset \Omega$ which differs from $\Omega$ for a zero measure set by hypothesis 0. Since it is irrelevant, I will not comment on this any further.
If the first alternative holds true, then there exist \( N \in \mathbb{N} \) and disjoint sets \( \{ \tilde{\Omega}_j \}_{j=1}^N \), \( \Omega = \bigcup_j \tilde{\Omega}_j \) Lebesgue a.s., such that \( T \tilde{\Omega}_j = \tilde{\Omega}_{j+1} \) for \( j < N \) and \( T \tilde{\Omega}_N = \tilde{\Omega}_1 \). Moreover, for each \( j \leq N \), \((T^N, \tilde{\Omega}_j, \mu)\) is an exponentially mixing dynamical system.

Finally, if \( d = 1 \) or if the map satisfies also assumption 6, then there exists \( \varepsilon_* > 0 \) such that for each absolutely continuous invariant measure the associated density is uniformly positive in an open ball of size \( \varepsilon_* \). In particular, the ergodic components of the Lebesgue measure are open (mod 0).

**Remark 2.3.** Note that the above Theorem is constructive since \( \varepsilon_* \) can be computed by looking at the proof and keeping track of the various constants.\(^{15}\) This provides a bound on the number of ergodic components. One can then prove that there is only one ergodic component by finding an \( \varepsilon_* \)-dense orbit. Moreover, if there is only one invariant measure and two periodic orbits (away from \( \partial \Omega \)) that have coprime periods, then the measure is mixing.

**Remark 2.4.** It is important to remark that many other results can be obtained once Theorem 1 (or rather the spectral picture, based on Lemma 3.1, from which the Theorem follows) is established. For example, approximation results (extending the ones in [32]) follow by applying the theorems in [25, 26]. Also various limit theorems (in particular the Central Limit Theorem as in [28]) can be obtained by using, e.g., the results in [18]. Finally, the interested reader can easily extend the present arguments to more general transfer operators by imposing appropriate conditions on the potentials, in the spirit of [34].

### 2.1. An example

Here is an example (chosen more or less at random). Let \( \Omega \subset (0,1)^2 \) be given by the smoothness domains of the map

\[
T(x,y) = (a\sqrt{x}, by + \sqrt{x}) - \lfloor (a\sqrt{x}, by + \sqrt{x}) \rfloor,
\]

where \( a, b > 0 \) and \( \lfloor c \rfloor \) is the integer part of \( c \). Then

\[
(DT)^{-1} = \begin{pmatrix}
\frac{2a\sqrt{x}}{a^2 - 1} & 0 \\
-a & \frac{1}{b}
\end{pmatrix}.
\]

It is easy to check that, if \( \min\{a,b\} > 6 \), the above map satisfies all the conditions of Theorem 1.

**Proof of Theorem 1.** As usual, one first defines the transfer operator and then proves a Lasota-Yorke inequality. More precisely, for each \( x \in \Omega \),

\[
\mathcal{L}h(x) := \sum_{y \in T^{-1}x} |\det D_y T|^{-1} h(y).
\]

Then for each \( h \in L^1(\mathbb{R}^d, m) \) and \( \varphi \in L^\infty(\mathbb{R}^d, m) \) we have\(^{16}\)

\[
\int_{\Omega} h \cdot \varphi \circ T = \int_{\Omega} \varphi \cdot \mathcal{L}h.
\]

Hence, \( \mathcal{L} \mathcal{L} = \mathcal{L}(\mathcal{L}h) \) a.s.. The Lasota-Yorke inequality is proven in Lemma 3.1. It follows that \( \mathcal{L} \) is a bounded operator from \( L^1(\Omega, m) \), and from \( BV(\Omega) \), to itself.

---

\(^{15}\) I choose not to do this in favor of readability.

\(^{16}\) In fact (2.4) is often taken as the definition of \( \mathcal{L} \). Formula (2.3) follows then by changing variables, remembering hypothesis 0 and using the Lebesgue monotone convergence Theorem to prove almost sure convergence of the right hand side.
Using standard arguments (see [1] for a general discussion, here I use Hennion’s Theorem in [21]) Lemma 3.1 implies that $L$ is a quasi-compact operator with spectral radius one and essential spectral radius bounded by $\lambda^{-1}$. In addition, one is an eigenvalue since $\int h = \int Lh$, for each $h \in L^1$, implies that one belongs to the spectrum of the dual operator $L'$. Thus there exists a spectral gap between the eigenvalues of modulus one and the rest of the spectrum. Accordingly, we can write $L = \Pi + R$ where $\Pi$ is a finite rank operator with spectrum contained in $\{z \in \mathbb{C} : |z| = 1\} \cup \{0\}$ while the spectral radius of $R$ is strictly smaller than one and $\Pi R = R \Pi = 0$. In addition, the second of the (3.1) shows that $\Pi$ must be power bounded, hence it cannot contain Jordan blocks. Thus, we can further decompose $\Pi = \sum_i e^{i\theta_j} \Pi_{\theta_j}$, $\Pi_{\theta_j} \Pi_{\theta_k} = \delta_{jk} \Pi_{\theta_j}$.\footnote{Note that one should complexify BV. I do not give details as they are standard.} By the existence of the spectral gap

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} e^{-i\theta k} L^k = \begin{cases} \Pi_{\theta_j} & \text{if } \theta = \theta_j \\ 0 & \text{otherwise}, \end{cases}
$$

where the limit is in the strong operator topology in $L(BV, BV)$. Again, the second of (3.1) implies that the $\Pi_{\theta_j}$ are bounded operators from $L^1$ to $BV$. In particular, $\Pi_{\theta_0} \in BV$ is the density of an invariant measure. On the other hand, if $\mu$ is an absolutely continuous invariant measure with density $h$, (2.5) implies that $h = \Pi_{\theta_0} h$, hence $h \in BV$. That is, all the invariant densities belong to the finite dimensional range of $\Pi_{\theta_0}$.

Next, observe that $\Pi_{\theta_j}(g) = \sum_{\kappa} \ell_{j,\kappa}(g) h_{j,\kappa}$, where $h_{j,\kappa} \in BV$ and $\ell_{j,\kappa} \in (L^1)'$ and $\ell_{j,\kappa}(h_{\kappa,s}) = \delta_{j,s} \delta_{\kappa,s}$. That is, there exists $\rho_{j,\kappa} \in L^\infty$ such that $\ell_{j,\kappa}(g) = \int_{\Omega} \rho_{j,\kappa} \cdot g$, for all $g \in L^1$. Moreover, $\Pi_{\theta_0} := \Pi_0$ is a positive projector and $\int \Pi_0 h = \int h$, hence $\sum_{\kappa} m(h_{0,\kappa}) \rho_{0,\kappa} = 1$, which implies $\rho_{0,\kappa} = 1_{A_{\kappa}} m(\rho_{0,\kappa})^{-1}$, where the $\{A_{\kappa}\}$ are disjoint indecomposable invariant sets\footnote{Remember that, by construction, $L \Pi_{\theta_j} = \Pi_{\theta_j} L = e^{i\theta_j} \Pi_{\theta_j}$ which implies $L' \ell_{0,\kappa} = \ell_{0,\kappa}$ and thus $\rho_{0,\kappa} \circ T = \rho_{0,\kappa}$ a.s.. In turns, this means that $\rho_{0,\kappa}$ can take only one value (besides zero) otherwise we could construct new invariant sets, and hence invariant measures, which we know do not exists. For the same reasons we must have $\rho_{0,\kappa} \rho_{ij} = \delta_{ij} \rho_{0,\kappa}^2$.} and must therefore correspond to the ergodic decomposition of Lebesgue. In addition, for all $g \in L^1$,

$$
\int \rho_{j,\kappa} \rho_{j',\kappa'} L g = \int (\rho_{j,\kappa} \rho_{j',\kappa'}) \circ T \cdot g = e^{i(\theta_j + \theta_{j'})} \int \rho_{j,\kappa} \rho_{j',\kappa'} g \\
\int \rho_{j,\kappa} L g = e^{-i\theta_j} \int \rho_{j,\kappa} g.
$$

Hence $e^{-i\theta_j} \in \sigma(L') = \sigma(L)$ and either $\rho_{j,\kappa} \rho_{j',\kappa'} = 0$ or $e^{i(\theta_j + \theta_{j'})} \in \sigma(L)$. I.e., the peripheral eigenvalues form finitely many cyclic groups, each related to a different ergodic component (see [1] for details).

If the peripheral spectrum consist of one as a simple eigenvalue then $\Pi$ is a rank one operator and setting $h_* = \Pi h$ for each $h \in BV$ and $f \in L^d$ holds (remembering (A.1))

$$
\int_{\Omega} f \circ T^h h = \int_{\Omega} f L^h h = \int_{\Omega} f h_* \cdot \int_{\Omega} h + O(\|f\|_{L^d} \|R\|_{BV} \|h\|_{BV})
$$

which gives the announced exponential decay of correlations. Similar arguments work for $(T^N, \tilde{\Omega}_j, \mu)$ in the general case.
The only thing left to prove is the openness of the ergodic components. If \( d = 1 \), then it follows from the fact that, in one dimension only, BV functions are strictly positive over some ball (i.e. interval). If \( d > 1 \), then the result follows from hypothesis 6 and is proven in Lemma 4.1. \( \square \)

Remark 2.5. In the following we will use \( C_\# \) to designate a generic constant, depending only on the map \( T \) and the constants appearing in the hypotheses 0-6, which values can change from line to line. On the contrary we will use \( d > BV \) then it follows from the fact that, in one dimension only, \( \|L\|_{BV(\Omega)} \leq \sigma^n \|h\|_{BV(\Omega)} + B\|h\|_{L^1(\Omega,m)} \).

3. LASOTA-YORKE INEQUALITY

Lemma 3.1. For each map \( T \) satisfying hypotheses 0-5 and for each \( \sigma \in (\lambda^{-1},1) \) there exists \( B > 0 \) such that, for all \( n \in \mathbb{N} \) and \( h \in BV \), holds true

\[
\text{(3.1)} \quad \|\mathcal{L}^nh\|_{L^1(\Omega,m)} \leq \|h\|_{L^1(\Omega,m)}, \\
\|\mathcal{L}^nh\|_{BV(\Omega)} \leq \sigma^n \|h\|_{BV(\Omega)} + B\|h\|_{L^1(\Omega,m)}.
\]

Proof. For each \( h \in L^1(\Omega,m) \) and \( \varphi \in L^\infty(\mathbb{R}^d,m) \), we have

\[
\int_{\Omega} \mathcal{L}h \cdot \varphi = \int_{\Omega} h \cdot \varphi \circ T \leq \|h\|_{L^1} \|\varphi\|_{L^\infty}.
\]

Thus \( \|\mathcal{L}h\|_{L^1} \leq \|h\|_{L^1} \).\(^{19}\)

To prove the second of (3.1) let \( h \in BV \) and \( \varphi \in C_0^\infty(\mathbb{R}^d,\mathbb{R}^d) \) with \( \|\varphi\|_{L^\infty} \leq 1 \),

\[
\int_{\Omega} \mathcal{L}h \cdot \sum_{i=1}^d \partial_{x_i} \varphi_i = \int_{\Omega} h \sum_{i=1}^d (\partial_{x_i} \varphi_i) \circ T = \sum_{i,k} \int_{\Omega_k} h (\partial_{x_i} \varphi_i) \circ T \]

\[
= \sum_{i,k,j} \int_{\Omega_k} h \partial_{x_j} [(DT)^{-1} j_i \varphi_i \circ T] - \sum_{i,k,j} \int_{\Omega_k} h [\varphi_i \circ T] \partial_{x_j} [(DT)^{-1} j_i].
\]

To proceed we need to recreate proper test functions. To this end remember from hypothesis 3 that for each \( j \in \{1,\ldots,d\} \) and \( x_{\neq j} \in \mathbb{R}^{d-1} \) we have defined intervals \( I_{k,\ell}(x_{\neq j}) =: (a_{k,\ell}(x_{\neq j}),b_{k,\ell}(x_{\neq j})) \). It is convenient to define \( J_k(x_{\neq j}) := \bigcup_\ell I_{k,\ell}(x_{\neq j}) \). Let, for each \( x \in \mathbb{R}^d \),

\[
\Psi_{j,k}(x) = \sum_{i=1}^d [(DT)^{-1} j_i] \varphi_i \circ T(x) \cdot \mathbb{1}_{J_k(x_{\neq j})}(x) \]

\[
\Psi_{j,k}^-(x_{\neq j}) = \Psi_{j,k}(x_1,\ldots,x_{j-1},a_{k,\ell},x_{j+1},\ldots,x_d) \]

\[
\Psi_{j,k}^+(x_{\neq j}) = \Psi_{j,k}(x_1,\ldots,x_{j-1},b_{k,\ell},x_{j+1},\ldots,x_d).
\]

\(^{19}\) Note that equality holds if \( h \geq 0 \).

\(^{20}\) The numbers \( \Psi_{j,k,l}(x_{\neq j}) \) are well defined by hypothesis 2. In addition, if \( x \in \{x_{\neq j}\} \times J_k(x_{\neq j}) \) but not in \( \{x_{\neq j}\} \times \bigcup_\ell I_{k,\ell}(x_{\neq j}) \), then \( x \) is a point of accumulation of intervals and hence, by hypothesis 3, is natural to define \( \Psi_{j,k}(x) = 0 \).
Next, define functions \( \eta_{j,k,\ell,x} \in L^\infty(\mathbb{R}, m) \) by
\[
\eta_{j,k,\ell,x}(y) = \begin{cases} 
0 & \forall \ y \in (-\infty, a_{k,\ell} - \delta) \\
\Psi_{j,k,\ell}^-(x) \cdot (y - a_{k,\ell} + \delta) \delta^{-1} & \forall \ y \in (a_{k,\ell} - \delta, a_{k,\ell}) \\
\Psi_{j,k,\ell}^+(x) \cdot (b_{k,\ell} + \delta - y) \delta^{-1} & \forall \ y \in (b_{k,\ell}, b_{k,\ell} + \delta) \\
0 & \forall \ y \in [b_{k,\ell}, \infty),
\end{cases}
\]
where \( \delta > 0 \) satisfies hypothesis 3, and
\[
\Psi_{j,k}(x) = \Psi_{j,k}(x) + \sum_\ell \eta_{j,k,\ell,x}(x) = \sum_\ell \theta_{k,\ell},
\]
\[
\theta_{k,\ell} = \left[ \Psi_{j,k}(x) 1_{\Delta_{k,\ell}(x)}(x_j) + \eta_{j,k,\ell,x}(x_j) \right]; \quad \Theta_j := \sum_k \Psi_{j,k}.
\]

The point of introducing such functions is that, by construction, the \( \theta_{k,\ell} \) are continuous functions in the \( x_j \) variable, for each \( x \notin \partial \Omega \), and the same holds for the functions \( \Theta_j \) which are, by definition and hypothesis 3, a uniformly convergent series of continuous functions. Also, for \( x \notin \partial \Omega \), 3 implies
\[
\sup_j |\Theta_j(x)| \leq \sup_j \sum_{k,\ell} \left[ \sup_j |\Psi_{j,k}(x)| \right] 1_{\Delta_{k,\ell}(x_j)}(x_j) \leq \lambda^{-1}.
\]

Moreover, \( \Theta_j(x) = \sum_{i,k,j} \delta_{x_j} \left\{ \left[ (\partial T)^{-1} \right]_{ji} \varphi_i \circ T \right\} \cdot 1_{R_{i,k,j}}(x_j) \) implies that the function \( \Theta_j \) is Lebesgue almost surely differentiable with respect to the variable \( x_j \) and \( \partial_{x_j} \Theta_j(x_{\neq j}, \cdot) \in L^1(\mathbb{R}) \). Thus, almost surely, \( \text{div} \Theta(x) = \sum_{i,k,j} \delta_{x_j} \left\{ \left[ (\partial T)^{-1} \right]_{ji} \varphi_i \circ T \right\} \cdot 1_{R_{i,k,j}}(x_j) \) implies that the function \( \Theta_j \) is Lebesgue almost surely differentiable with respect to the variable \( x_j \) and \( \partial_{x_j} \Theta_j(x_{\neq j}, \cdot) \in L^1(\mathbb{R}) \). Thus, almost surely, \( \text{div} \Theta(x) = \sum_{i,k,j} \delta_{x_j} \left\{ \left[ (\partial T)^{-1} \right]_{ji} \varphi_i \circ T \right\} \cdot 1_{R_{i,k,j}}(x_j) \)

This implies, by (A.2), that \( \Theta \) has enough properties to be used as a test function.

Having set up the above machinery we rewrite (3.2) as
\[
\left| \int_{\Omega} \mathcal{L} h \cdot \text{div} \varphi \right| \leq \int_{\Omega} \text{div} \Theta \cdot h + \frac{d\|h\|_L^1}{\lambda \delta} + \sum_{i,k,j} \int_{\Omega} \varphi_i \circ T \partial_{x_j} (\partial T)^{-1} |j|_j h \leq \frac{\|h\|_{BV}}{\lambda} + \frac{d\|h\|_{L^1}}{\lambda \delta} + \sum_{i,k,j} \int_{\Omega} \varphi_i \circ T \partial_{x_j} (\partial T)^{-1} |j|_j 1_{\Omega_k}.
\]

To conclude note that one can split the last term of (3.4) as
\[
\sum_{i,k,j} \int_{\Omega} h \varphi_i \circ T \partial_{x_j} (\partial T)^{-1} |j|_j 1_{\Omega_k} + \sum_{j} \int_{\Omega} h \partial_{x_j} \int_{\Omega} \left| \sum_{i,k} \varphi_i \circ T \partial_{x_j} (\partial T)^{-1} |j|_j 1_{\Omega_k} \right|.
\]

\( ^{21} \) The first equality holds by hypotheses 1, 2, the second follows from hypotheses 3, 4, 5 and the Lebesgue dominated convergence Theorem.

\( ^{22} \) Note that the last term of the above equation is bounded by \( d\delta^{-1} \lambda^{-1} \) due to hypothesis 3.
Thanks to hypothesis 4 one can then chose $\varepsilon$ so that

$$
\left\| \left( \int_0^{x_j} dy \sum_{i,k,j} \varphi_i \circ T(x_{\neq j}, y) \cdot \partial_y \left[ (D(x_{\neq j}, y)T)^{-1} \right]_{ji} \cdot 1_{\partial^+ \Omega_k}(x_{\neq j}, y) \right\|_{L^\infty} \leq \sigma - \lambda^{-1}.
$$

Finally, note that if $\Omega_k^c \neq \emptyset$, then $\Omega_k$ must contain a ball of radius $\varepsilon$, but only finitely many such balls can fit in $\Omega$, thus only finitely many $\Omega_k^c$ are non empty. Accordingly, by hypothesis 1 and (A.2), there exists $C_\sigma > 0$ such that, taking the sup over $\varphi$,

$$
\|Lh\|_{BV} \leq \lambda^{-1}\|h\|_{BV} + d\delta^{-1}\lambda^{-1}\|h\|_{L^1} + (\sigma - \lambda^{-1})\|h\|_{BV} + C_\sigma\|h\|_{L^1},
$$

which (iterating) proves the Lemma with $B = (1 - \sigma)^{-1}(C_\sigma + d\delta^{-1}\lambda^{-1})$.

\[ \square \]

4. OPENNESS OF THE ERGODIC COMPONENTS

Finally, we deal with the openness of the ergodic components. As far as I know the only general result of this type (but limited to finite partitions and bounded derivatives) is in [35] where it can be easily obtained thanks to the particular Banach space used there. Yet, I do not see how to use such a Banach space in the unbounded derivative case. In addition, the argument in [35] does not seem to be constructive. On the contrary the radius $\varepsilon_*$ in the following theorem is constructive and could, with some extra work, be estimated explicitly in concrete examples.

**Lemma 4.1.** For each map $T$ satisfying hypotheses 0-6 there exists $\varepsilon_* > 0$ such that each ergodic component of the Lebesgue measure is open and contains a ball of radius $\varepsilon_*$ on which the associated absolutely continuous invariant measure (a.c.i.m.) is uniformly positive.

**Proof.** We argue along known lines (see [23] for similar arguments in a closely related case). The basic idea is to compare the true dynamics with one in which only trajectories that are always far away from the singularities are considered. Such trajectories experience only the smooth part of the dynamics. To do so we need first to define a transfer operator restricted to such trajectories and then to obtain an a priori estimate on the difference between the real system and the restricted one.

Consider the sets $\Gamma_\varepsilon = \cup_k \partial^+ \Omega_k$, and the operators $L_{\varepsilon,n}f = L((1 - 1_{\Gamma_{\varepsilon,n}})f)$,\(^{23}\) where $\nu \in (\nu_0^4, 1)$, $\nu_0 = \|DT^{-1}\|_{L^\infty}$, (the interval is not empty by assumption 3).

\(^{23}\) This corresponds to an open dynamics where the trajectory disappears when it gets closer than $\nu^4 \varepsilon$ to the boundary of an $\Omega_k$.\n
Setting $\mathcal{L}_{e,n} = \mathcal{L}_{e,0} \mathcal{L}_{e,1} \cdots \mathcal{L}_{e,n-1}$, $\mathcal{L}_{e,0} = 1$, for each $f \in BV$, $f \geq 0$, we have\footnote{In the second line we have equality since $\mathcal{L}$ is an $L^1$ isometry on positive functions, in the third we have used the Hölder inequality (A.1) and hypothesis 6. The forth line follows from Lemma 3.1.\footnote{Indeed,}

\begin{align*}
    \|L^n f - \mathcal{L}_{e,n} f\|_{L^1} &\leq \sum_{k=0}^{n-1} \|L^{k+1} \mathcal{L}_{e,k+1} \cdots \mathcal{L}_{e,n-1} f - L^k \mathcal{L}_{e,k} \cdots \mathcal{L}_{e,n-1} f\|_{L^1} \\
    &= \sum_{k=0}^{n-1} \|H_{e,k} \cdot \mathcal{L}_{e,k+1} \cdots \mathcal{L}_{e,n-1} f\|_{L^1} \\
    &\leq \sum_{k=0}^{n-1} m(H_{e,k}) \|L^{n-k-1} f\|_{L^\frac{n-1}{n-k-1}} \\
    &\leq C_\# \varepsilon_0^\frac{n}{n-k} \|L^{n-k-1} f\|_{BV} \\
    &\leq C_\# \varepsilon_0^\frac{n}{n-k} \|f\|_{BV}
\end{align*}

Next, we choose some mollifier $\eta$ and, for each $\delta \in (0,1)$, we introduce the regularization $h_\delta$ of the invariant measure as defined in Appendix B, we will be interested in estimates uniform in $\varepsilon$ for $\delta$ arbitrarily small.

Suppose that, for some $x_0 \in \Omega \setminus \Gamma_{L} \cdot \mathcal{L}_{e,n} 1(x_0) > 0$. This means that, for each $y \in T^{-n}\{x_0\}$ that contributes a non zero term to the sum defining $\mathcal{L}_{e,n}$, it holds true $T^k y \notin \Gamma_{e^n-k-1}$ for each $k \in \{0, \ldots, n-1\}$. Hence, if $\|x_0 - y\| \leq \varepsilon / 2$, it follows that there exists $w \in T^{-n}\{\} \setminus \{0, \ldots, n-1\}$ such that, for each $k \in \{0, \ldots, n-1\}$, $||T^k w - T^k y|| \leq \nu_{0}^{-n-k-1} \varepsilon / 2$, hence $T^k w \notin \Gamma_{e^n-k-1/2}$. A standard distortion argument together with (B.1)) yields

$$|\det(D_w T^n)^{-1} h_\delta(w)| = e^{-\sum_{k=0}^{n} \ln |\det(D_w T^n)|} h_\delta(w) \geq e^{-C_\# \varepsilon_0^{\sum_{k=0}^{n} \alpha_{k} (n-k) / 2} + \varepsilon \delta - d/2} |\det(D_y T^n)^{-1}| h_\delta(y)$$

where we have used assumption 6. The above implies that, for each $\varepsilon > 0$, there exists $\gamma_\varepsilon > 0$ such that, for each $n \in \mathbb{N}$ and $\delta \geq \delta_0 = \nu_{0}^{-\varepsilon_0 \varepsilon} / 2$, holds true

\begin{equation}
    L^n h_\delta(z) \geq \mathcal{L}_{e/2,n} h_\delta(z) \geq \gamma_\varepsilon \mathcal{L}_{e,n} h_\delta(x_0).
\end{equation}

It remains to find good points $x_0$. Let $A = \{x \in \Omega : h(x) \geq \frac{1}{4}\}$, then we have $m(A) > C_\#$.\footnote{Indeed,} Consider $B_{\delta,n} = \{x \in A : \mathcal{L}_{e,n} h_\delta(x) \leq \frac{1}{4}\}$, then by (4.1) and Lemma B.1

$$\frac{1}{4} m(B_{\delta,n}) \geq \|\mathcal{L}_{e,n} h_\delta\|_{L^1} - \|h - \mathcal{L}_{e,n} h_\delta\|_{L^1} \geq \frac{1}{2} m(B_{\delta,n}) - C_\# (\delta^\frac{n}{n-k} + \varepsilon \delta - d/2).$$

Thus, provided $\delta, \varepsilon$ are both small enough, we have $m(A \setminus (B_{\delta,n} \cup \Gamma_e)) \geq \frac{1}{2} m(A)$ for all $n \in \mathbb{N}$.

To conclude, set $\tilde{B}_{n,\varepsilon} = B_{\delta,n} \cup \Gamma_e$. The above implies that there exist a positive measure set $D \subset A$ such that for each $x_0 \in D$ there exists an infinite sequence $\{n_j\}$
such that \( x_0 \in A \setminus \hat{B}_{n_j, \varepsilon} \) for all \( j \in \mathbb{N} \).\(^{26}\) It follows that for all \( x_0 \in D \) and all \( z \) in an \( \varepsilon/2 \) neighborhood of \( x_0 \), by equation (4.2), we have \( \mathcal{L}^n_h h \delta_{n_j} (z) \geq \frac{1}{4} \gamma \).\(^{27}\) On the other hand \( f_j := \mathcal{L}^n_h h \delta_{n_j} \) converges to \( h \) in \( L^1 \),\(^{28}\) hence there exists a subsequence \( f_{j_k} \) which converges to \( h \) almost surely. Finally, this implies \( h \geq \frac{1}{4} \gamma \) almost surely in the ball \( \{ z \in \Omega : \| z - x_0 \| \leq \varepsilon / 2 \} \), which shows that the support of any invariant measure must contain an open ball.

We are left with the task of proving the openness of the ergodic components. Given an ergodic component \( \Delta \subset \Omega \) let \( h \) be the density of the a.c.i.m. \( \mu \) supported on it. By the previous arguments we know that there exists an open ball \( B \subset \Delta \), such that \( 1_B \leq C_\# h \). Then \( \mathcal{L}^n 1_B \leq C_\# \mathcal{L}^n h \) implies that \( \Lambda_0 := \cup_{n=0}^{\infty} T^n B \) is contained in the support of \( h \). Next, notice that for all connected open sets \( U \subset \Omega \), \( U_1 = U \setminus T^{-1} \partial \Omega \) is open.\(^{29}\) Accordingly, \( TU_1 \subset \Omega \) is open which, by hypothesis \( 0 \), shows that \( TU \) differs from an open set by a zero measure set. Iterating this argument\(^{30}\) shows that there exists an open set \( V \subset \Lambda_0 \) such that \( \mu (\Lambda_0 \setminus V) = 0 \).

On the other hand, \( T^{-1} \Lambda_0 \supset \Lambda_0 \), hence \( \mu (T^{-1} \Lambda_0 \setminus \Lambda_0) = 0 \). This implies that there exists \( \Lambda_1 \supset \Lambda_0 \), \( \mu (\Lambda_1 \setminus \Lambda_0) = 0 \), such that \( T^{-1} \Lambda_1 = \Lambda_1 \), hence \( 0 = \mu (\Delta \setminus \Lambda_1) = m (\Delta \setminus V) \) which implies the Lemma. \( \square \)

**APPENDIX A. BV functions.**\(^{31}\)

**Lemma A.1.** There exists a constant \( C_d > 0 \) such that, for each \( h \in BV (\Omega) \),

\[
(A.1) \quad \| h \|_{L^1} \leq \| h \|_{L^\infty} \leq C_d \| h \|_{BV}.
\]

The set \( B_1 := \{ h \in BV : \| h \|_{BV} \leq 1 \} \) is relatively compact in the \( L^1 \) topology.

For all \( j \in \{ 1, \ldots, d \} \) and almost all \( x \neq j, h(x_{\neq j}, \cdot) \in BV (\mathbb{R}) \subset L^\infty (\mathbb{R}, m) \).

For each \( h \in BV (\mathbb{R}^d) \) and all \( \phi \in C^0 (\mathbb{R}^d, \mathbb{R}) \), \( (\partial_x \phi_j)(x_{\neq j}, \cdot) \in L^1 (\mathbb{R}, m) \) holds true

\[
(A.2) \quad \left| \int_{\mathbb{R}^d} h \text{ div } \phi \right| \leq \| h \|_{BV (\mathbb{R}^d)} \| \phi \|_{L^\infty}.
\]

**Proof.** The first inequality of (A.1) is H"older inequality:

\[
\int_{\Omega} | h | \leq m (\Omega)^{\frac{1}{2}} \| h \|_{L^\infty} \leq \| h \|_{L^\infty} \leq \| h \|_{L^\infty}^{\frac{d}{d-1}},
\]

while the second is a Sobolev type inequality, see [16, section 5.6.1, Theorem 1, (i)].

The second statement follows directly from [16, section 5.2.3, Theorem 4] since \( B_1 \subset \{ h \in BV ((-1, 2)^d) : \| h \|_{BV ((-1, 2)^d)} \leq 1 \} \).

---

\(^{26}\) By the monotone convergence Theorem \( \int_{\Omega} \sum_{n=0}^{\infty} 1_{A \setminus \hat{B}_{n, \varepsilon}} = \sum_{n=0}^{\infty} m (A \setminus \hat{B}_{n, \varepsilon}) = \infty \), thus the sum must diverge on a positive measure set.

\(^{27}\) Since \( x_0 \in A \setminus \hat{B}_{n_j, \varepsilon} \), it must be \( \hat{L}_{n_j} 1(x_0) > 0 \).

\(^{28}\) In fact, \( \| h - f_j \|_{L^1} = \| \mathcal{L}^n (h - h \delta_{n_j}) \|_{L^1} \leq \| h - h \delta_{n_j} \|_{L^1} \leq C_\# \delta_{n_j} \| h \|_{BV} \).

\(^{29}\) Indeed, since \( U \) is connected it must be contained in some \( \Omega_k \), then \( T_h = T^1 |_{\partial \Omega} \) is continuous by hypothesis hence \( T^{-1} |_{\partial \Omega} \) is closed.

\(^{30}\) By considering a connected component at a time.

\(^{31}\) For the general theory of BV functions see [16], or see [24] for a quick introduction to the properties relevant to the present context.
To prove the third statement let
\[ V_j h(x_{\neq j}) = \sup_{\varphi \in C^1_0(\mathbb{R}, \mathbb{R}), \|\varphi\|_{L^\infty} \leq 1} \int h(x_{\neq j}, t) \varphi'(t) dt. \]

Then [16, section 5.10.2, Theorem 2] states that \( V_j h \in L^1(\mathbb{R}^{d-1}, m) \). Hence, \( V_j h \) must be almost surely finite, from which the statement follows (taking into account (A.1) for \( d = 1 \)).

To prove (A.2) we have to deal with the fact that \( \varphi \) is not a legal test function since it may be discontinuous. Nevertheless, this is a superficial problem: given a positive function \( \eta \in C^\infty(\mathbb{R}, \mathbb{R}) \) with integral one and supported in \([-1, 1]\) define \( \eta_{\varepsilon}(y) = \varepsilon^{-1} \eta(\varepsilon^{-1} y), y \in \mathbb{R}, \) and \( \bar{\eta}_{j, \varepsilon}(x) = \prod_{k \neq j} \eta_{\varepsilon}(x_k) \) and let \( \ast \) stand for the usual convolution. We then define \( \varphi_{\varepsilon_1, \varepsilon_2} \in C^\infty(\mathbb{R}^d, \mathbb{R}^d) \) by \( (\varphi_{\varepsilon_1, \varepsilon_2})_j := \bar{\eta}_{j, \varepsilon_1} \ast (\eta_{\varepsilon_2} \ast \varphi_j) \).

Note that \( \|\varphi_{\varepsilon_1, \varepsilon_2}\|_{L^\infty} \leq \|\varphi\|_{L^\infty} \). For each \( h \in BV(\mathbb{R}^d) \), the second statement of the Lemma implies, \( x_{\neq j} \) almost surely, \( ^{33} \)
\[ \int dx_j h(x_{\neq j}, x_j) \partial_{x_j} \varphi_j(x_{\neq j}, x_j) = \lim_{\varepsilon_2 \to 0} \int dx_j \int dy \partial_j \varphi_j(x_{\neq j}, y) \eta_{\varepsilon_2}(x_j - y) \]
\[ = \lim_{\varepsilon_2 \to 0} \int dx_j \int dy \partial_j \varphi_j(x_{\neq j}, y) \eta_{\varepsilon_2}(x_j - y). \]

In addition, for each \( \varepsilon_2 > 0 \), the right hand side is bounded by \( V_j h \|\varphi_j\|_{L^\infty} \) which, by the above results, belongs to \( L^1(\mathbb{R}^{d-1}, m) \). Hence, by Lebesgue dominate convergence Theorem,
\[ \int_{\mathbb{R}^d} h \partial_{x_j} \varphi_j = \lim_{\varepsilon_2 \to 0} \lim_{\varepsilon_1 \to 0} \int_{\mathbb{R}^d} h \partial_{x_j} (\eta_{\varepsilon_2} \ast \varphi_j) = \lim_{\varepsilon_2 \to 0} \lim_{\varepsilon_1 \to 0} \int_{\mathbb{R}^d} \bar{\eta}_{j, \varepsilon_1} * (h \cdot (\partial_{x_j} \eta_{\varepsilon_2} \ast \varphi_j)) \]
\[ = \lim_{\varepsilon_2 \to 0} \lim_{\varepsilon_1 \to 0} \int_{\mathbb{R}^d} h \cdot (\partial_{x_j} \bar{\eta}_{j, \varepsilon_1} \ast (\eta_{\varepsilon_2} \ast \varphi_j)). \]

Thus,
\[ \int_{\mathbb{R}^d} \partial_{x_j} \varphi_j = \lim_{\varepsilon_2 \to 0} \lim_{\varepsilon_1 \to 0} \int_{\mathbb{R}^d} \partial_{x_j} \varphi_{\varepsilon_1, \varepsilon_2} \leq \lim_{\varepsilon_2, \varepsilon_1 \to 0} \|h\|_{BV(\mathbb{R}^d)} \|\varphi_{\varepsilon_1, \varepsilon_2}\|_{L^\infty} \]
\[ \leq \|h\|_{BV(\mathbb{R}^d)} \|\varphi\|_{L^\infty}. \]

\( \square \)

**APPENDIX B. A REGULARIZATION SCHEME**

Here I describe a way to regularize a \( BV(\Omega) \) density and some relevant related properties. This is fairly standard, I add it here just for the reader convenience.

Let us fix \( \eta \in C^\infty(\mathbb{R}, \mathbb{R}_+), \supp \eta \subset [-1, 1], \int \eta = 1 \) and set, for \( \delta > 0, \eta_{\delta}(x) = \delta^{-d} \eta(\delta^{-1} x) \). Let \( h \in BV(\Omega) \) be such that, \( h \geq 0, \int h = 1 \). For each \( \delta > 0 \) define \( h_{\delta}(x) = \int_{\Omega} \eta_{\delta}(x - y) h(y) dy + \delta \).

\(^{32}\) The second convolution is with respect the variable \( x_j \).

\(^{33}\) The integration by part in the last line is allowed since \( \varphi_j \) is, \( x_{\neq j} \) almost surely, of bounded variation in the \( x_j \) variable.
Lemma B.1. If $\Omega$ satisfies the first inequality of hypothesis 6, then the following properties hold true:

- $h_\delta \geq \delta$,
- $\|\nabla h_\delta\|_{L^1} \leq \|h\|_{BV}$,
- $\|\nabla h_\delta\|_{L^\infty} \leq C_\eta \delta^{-d} \|h\|_{BV}$,
- $\|h - h_\delta\|_{L^1} \leq C_0 \delta^{\frac{d}{2}} \|h\|_{BV}$.

Proof. The first inequality is trivial. The second follows from

$$\|\nabla h_\delta\|_{L^1} = \sup_{\|\varphi\|_{L^\infty} \leq 1} \sum_{k=1}^d \int_{\mathbb{R}^d} dx \int_{\Omega} dy \partial_x \eta_\delta(x - y)h(y)$$

$$= \sup_{\|\varphi\|_{L^\infty} \leq 1} \sum_{k=1}^d \int_{\Omega} h(x) \partial_x \eta_\delta(x)(\eta_\delta \ast \varphi_k)(x).$$

The next inequality follows from $|\eta_\delta|_{L^\infty} \leq C_\eta \delta^{-d}$. To prove the last inequality, let $\chi_\delta \in C^1(\mathbb{R}^d, [0, 1])$ such that $\text{supp } \chi_\delta \subset \Omega^{\delta/2}$ and $\text{supp}(1 - \chi_\delta) \subset (\Omega^\delta)^c$. Then, by (A.1), $\|h - h_\delta\|_{L^1} \leq \|\chi_\delta(h - \eta_\delta \ast h)\|_{L^1} + \delta \|h\|_{L^1} + C\delta^{\frac{d}{2}} \|h\|_{BV}$. Next, for each $g \in C^1(\mathbb{R}^d, \mathbb{R})$, and $\varphi \in C^0(\Omega, \mathbb{R})$, let $\varphi_\delta = \chi_\delta \varphi$ and

$$\int_{\Omega} dx \int_{\mathbb{R}^d} dy \varphi_\delta(x)\eta_\delta(x - y)(g(y) - g(x))$$

$$= \int_{\Omega} dx \int_{\mathbb{R}^d} \int_{0}^{1} dt \varphi_\delta(x)\eta_\delta(x - y)(\nabla g(x + (y - x)t), y - x)$$

$$= \int_{\Omega} dx \int_{\mathbb{R}^d} \int_{0}^{1} dt t^{-d-1}\varphi_\delta(x)\eta_\delta(t^{-1}(x - \xi))(\nabla g(\xi), \xi - x)$$

$$= \delta \int_{\mathbb{R}^d} dt \int_{\mathbb{R}^d} \text{div}(\hat{\eta_\delta} \ast \varphi_\delta) \cdot g$$

where $\hat{\eta_\delta}(x) = \eta_\delta(x) x^{-d-1}$. Hence $\|\chi_\delta(g - \eta_\delta \ast g)\|_{L^1(\Omega)} \leq C_\eta \delta \|g\|_{BV(\mathbb{R}^d)}$ and the same then holds for $g \in BV$. Accordingly, for each $h \in BV$,

$$\|h - h_\delta\|_{L^1} \leq C_\eta \delta^{\frac{d}{2}} \|h\|_{BV(\Omega)}.$$

Here is a useful consequence of the above Lemma: for each two point $x, y \in \mathbb{R}^d$

$$h_\delta(x) \leq e^{C_\eta \delta^{-d-1} \|x - y\|} h_\delta(y).$$

(B.1)

This follows since, setting $g(t) = h_\delta(tx + (1 - t)y)$, holds

$$\left| \ln \frac{h_\delta(x)}{h_\delta(y)} \right| = | \ln g(1) - \ln g(0) | \leq \|x - y\| \|\nabla h_\delta\|_{L^\infty} \leq C_\eta \|x - y\| \delta^{-d-1}.$$

---

34Indeed, if $g \in BV$, then there exists $\{g_n\} \subset C^1$, $\sup_n \|g_n\|_{BV} < \infty$ such that $g_n$ converges to $g$ in $L^1$ (see [16, 5.2.2, Theorem 2]) and the claim follows since convolutions are $L^1$ contractions.
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