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Abstract. Let R be an integral domain, let ~€ R\{0} be such that R ~R is a field, and H.A
the category of torsionless (or flat) Hopf algebras over R. We call H € HA a “quantized func-
tion algebra” (=QFA), resp. “quantized restricted universal enveloping algebras” (=QrUEA),
at ~ if H ~H is the function algebra of a connected Poisson group, resp. the (restricted, if
R ~ R has positive characteristic) universal enveloping algebra of a (restricted) Lie bialgebra.

We establish an “inner” Galois correspondence on H.A, via the definition of two endo-
functors, ( )V and ( )/, of HA such that: (a) the image of ( )V, resp. of ( )’, is the full
subcategory of all QrUEAs, resp. QFAs, at ~; (b) if p:= Char R ~R =0, the restrictions
()Y Qras and () QrUEAs Yield equivalences inverse to each other; (c) if p =0, starting
from a QFA over a Poisson group G, resp. from a QrUEA over a Lie bialgebra g, the functor
()Y, resp. (), gives a QrUEA, resp. a QFA, over the dual Lie bialgebra, resp. a dual Poisson
group. In particular, (a) yields a machine to produce quantum groups of both types (either
QFAs or QrUEASs), (b) gives a characterization of them among objects of H.A, and (c) gives
a “global” version of the so-called “quantum duality principle” (after Drinfeld’s, cf. [Dr]).

We then apply our result to Hopf algebras of the form |[~] ®| H where H is a Hopf alge-
bra over the field |: this yields quantum groups, hence “classical” geometrical symmetries of
Poisson type (Poisson groups or Lie bialgebras, via specialization) associated to the “gener-
alized” symmetry encoded by H. Both our main result and the above mentioned application
are illustrated by means of several examples, which are studied in some detail.
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Introduction

The most general notion of “symmetry” in mathematics is encoded in the notion of Hopf
algebra. Among Hopf algebras H over a field, the commutative and the cocommutative
ones encode “geometrical” symmetries, in that they correspond, under some technical con-
ditions, to algebraic groups and to (restricted, if the ground field has positive characteristic)
Lie algebras respectively: in the first case H is the algebra F[G] of regular functions over
an algebraic group G, whereas in the second case it is the (restricted) universal envelop-
ing algebra U(g) (u(g) in the restricted case) of a (restricted) Lie algebra g. A popular
generalization of these two types of “geometrical symmetry” is given by quantum groups:
roughly, these are Hopf algebras H depending on a parameter A such that setting h = 0
the Hopf algebra one gets is either of the type F[G] — hence H is a quantized function
algebra, in short QFA — or of the type U(g) or u(g) (according to the characteristic of
the ground field) — hence H is a quantized (restricted) universal enveloping algebra, in
short QrUEA. When a QFA exists whose specialization (i.e. its “value” at A =0) is F[G],
the group G inherits from this “quantization” a Poisson bracket, which makes it a Poisson
(algebraic) group; similarly, if a QrUEA exists whose specialization is U(g) or u(g), the
(restricted) Lie algebra g inherits a Lie cobracket which makes it a Lie bialgebra. Then by
Poisson group theory one has Poisson groups G* dual to G and a Lie bialgebra g* dual to
g, so other geometrical symmetries are related to the initial ones.

The dependence of a Hopf algebra on A can be described as saying that it is defined over
aring R and h € R: so one is lead to dwell upon the category H.A of Hopf R-algebras
(maybe with some further conditions), and then raises three basic questions:

— (1) How can we produce quantum groups?
— (2) How can we characterize quantum groups (of either kind) within HA?
— (3) What kind of relationship, if any, does exist between quantum groups over

mutually dual Poisson groups, or mutually dual Lie bialgebras?
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A first answer to question (1) and (3) together is given, in characteristic zero, by the
so-called “quantum duality principle”, known in literature with at least two formulations.
One claims that quantum function algebras associated to dual Poisson groups can be taken
to be dual — in the Hopf sense — to each other; and similarly for quantum enveloping
algebras (cf. [FRT1] and [Se]). The second one, formulated by Drinfeld in local terms
(i.e., using formal groups, rather than algebraic groups, and complete topological Hopf
algebras; cf. [Dr], §7, and see [Gad| for a proof), gives a recipe to get, out of a QFA over
G, a QrUEA over g*, and, conversely, to get a QFA over G* out of a QrUEA over g.
More precisely, Drinfeld defines two functors, inverse to each other, from the category of
quantized universal enveloping algebras (in his sense) to the category of quantum formal
series Hopf algebras (his analogue of QFAs) and viceversa, such that Up(g) — Fr[[G*]]
and F3[[G]] — Ux(g*) (in his notation, where the subscript / stands as a reminder for
“quantized” and the double square brackets stand for “formal series Hopf algebra”).

In this paper we establish a global version of the quantum duality principle which gives
a complete answer to questions (1) through (3). The idea is to push as far as possible
Drinfeld’s original method so to apply it to the category H.A of all Hopf algebras which are
torsion-free — or flat, if one prefers this narrower setup — modules over some (integral)
domain, say R, and to do it for each non-zero element A in R such that R / h R be a field.

To be precise, we extend Drinfeld’s recipe so to define functors from H.A to itself. We
show that the image of these “generalized” Drinfeld’s functors is contained in a category of
quantum groups — one gives QFAs, the other QrUEAs — so we answer question (1). Then,
in the characteristic zero case, we prove that when restricted to quantum groups these func-
tors yield equivalences inverse to each other. Moreover, we show that these equivalences ex-
change the types of quantum group (switching QFA with QrUEA) and the underlying Pois-
son symmetries (interchanging G or g with G* or g*), thus solving (3). Other details enter
the picture to show that these functors endow H.4 with sort of a (inner) “Galois correspon-
dence”, in which QFAs on one side and QrUEAs on the other side are the subcategories (in
H.A) of “fixed points” for the composition of both Drinfeld’s functors (in the suitable order):
in particular, this answers question (2). It is worth stressing that, since our “Drinfeld’s
functors” are defined for each non-trivial point (k) of Spec as (R), for any such (h) and for
any H in HA they yield two quantum groups, namely a QFA and a QrUEA, w.r.t. h itself.
Thus we have a method to get, out of any single H € HA, several quantum groups.

Therefore the “global” in the title is meant in several respects: geometrically, we con-
sider global objects (Poisson groups rather than Poisson formal groups, as in Drinfeld’s
approach); algebraically we consider quantum groups over any domain R, so there may
be several different “semiclassical limits” (=specializations) to consider, one for each non-
trivial point of type (k) in the maximal spectrum of R (while Drinfeld has R = k[[%]] so
one can specialise only at i = 0); more generally, our recipe applies to any Hopf algebra,

i.e. not only to quantum groups; finally, most of our results are characteristic-free, i.e. they
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hold not only in characteristic zero (as in Drinfeld’s case) but also in positive characteris-
tic. Furthermore, this “global version” of the quantum duality principle opens the way to
formulate a “quantum duality principle for subgroups and homogeneous spaces”, see [CG].

A key, long-ranging application of our global quantum duality principle (GQDP) is the
following. Take as R the polynomial ring R = k[i], where k is a field: then for any
Hopf algebra over k we have that H[h] := R ®x H is a torsion-free Hopf R-algebra,
hence we can apply Drinfeld’s functors to it. The outcome of this procedure is the crystal
duality principle (CDP), whose statement strictly resembles that of the GQDP: now Hopf
k—algebras are looked at instead of torsionless Hopf R—algebras, and quantum groups are
replaced by Hopf algebras with canonical filtrations such that the associated graded Hopf
algebra is either commutative or cocommutative. Correspondingly, we have a method to
associate to H a Poisson group G and a Lie bialgebra ¢ such that G is an affine space (as
an algebraic variety) and £ is graded (as a Lie algebra); in both cases, the “geometrical”
Hopf algebra can be attained — roughly — through a continuous 1-parameter deformation
process. This result can also be formulated in purely classical — i.e. “non-quantum” —
terms and proved by purely classical means. However, the approach via the GQDP also
yields further possibilities to deform H into other Hopf algebras of geometrical type, which
is out of reach of any classical approach.

The paper is organized as follows. In §1 we fix notation and terminology, while §2
is devoted to define Drinfeld’s functors and state our main result, the GQDP (Theorem
2.2). In §3 we extend Drinfeld’s functors to a broader framework, that of (co)augmented
(co)algebras, and study their properties in general. §4 instead is devoted to the analysis of
the effect of such functors on quantum groups, and prove Theorem 2.2, i.e. the GQDP. In
§5 we explain the CDP, which is deduced as an application of the CDP to trivial deforma-
tions of Hopf k—algebras: in particular, we study in detail the case of group algebras. In
the last part of the paper we illustrate our results by studying in full detail several relevant
examples. First we dwell upon some well-known quantum groups: the standard quantiza-
tion of the Kostant-Kirillov structure on a Lie algebra (§6), the standard Drinfeld-Jimbo
quantization of semisimple groups (§7), the quantization of the Euclidean group (§8) and
the quantization of the Heisenberg group (§9). Then we study a key example of non-
commutative, non-cocommutative Hopf algebra — a non-commutative version of the Hopf

algebra of formal diffeomorphisms — as a nice application of the CDP (§10).

Warning : this paper is not meant for publication! The results presented here will be
published in separate articles; therefore, any reader willing to quote anything from the

present preprint is kindly invited to ask the author for the precise reference(s).
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§ 1 Notation and terminology

1.1 The classical setting. Let k be a fixed field of any characteristic. We call
“algebraic group” the maximal spectrum G associated to any commutative Hopf k—algebra
H (in particular, we deal with proaffine as well as affine algebraic groups); then H is called
the algebra of regular function on G, denoted with F[G]|. We say that G is connected if
F[G] has no non-trivial idempotents; this is equivalent to the classical topological notion
when F[G] is of finite type, i.e. dim(G) is finite.

If G is an algebraic group, we denote by m, the defining ideal of the unit element e € G

(it is the augmentation ideal of F[G]); the cotangent space of G at e is g* := me/mf,

which is naturally a Lie coalgebra. The tangent space of GG at e is the dual space g := (g>< ) i
to g*: this is a Lie algebra, which coincides with the set of all left-(or right-)invariant
derivations of F[G]. By U(g) we mean the universal enveloping algebra of g: it is a
connected cocommutative Hopf algebra, and there is a natural Hopf pairing (see §1.2(a))
between F[G] and U(g). If Char(k) = p > 0, then g is a restricted Lie algebra, and
u(g) := U(g)/({ zP — glP] } x €g}) is the restricted universal enveloping algebra of g. In
the sequel, to unify notation and terminology, when Char(k) = 0 we shall call any Lie

algebra g “restricted”, and its “restricted universal enveloping algebra” will be U(g), and
we shall write U(g) := U(g) if Char(k) =0 and U(g) := u(g) if Char(k) > 0.

We shall also consider Hyp(G) := (F[G]°), = {f € F[G]° | f(m?) =0Vn 20},
i.e. the connected component of the Hopf algebra F[G]° dual to F[G], which is called
the hyperalgebra of G. By construction Hyp (G) is a connected Hopf algebra, containing
g = Lie(G); if Char(k) =0 one has Hyp(G) = U(g), whereas if Char(k) > 0 one has
a sequence of Hopf algebra morphisms U(g) — u(g) —— Hyp(G) . In any case, there
exists a natural perfect (= non-degenerate) Hopf pairing between F[G] and Hyp (G).

Now assume G is a Poisson group (for this and other notions hereafter see, e.g., [CP],
but within an algebraic geometry setting): then F[G] is a Poisson Hopf algebra, and its
Poisson bracket induces on g* a Lie bracket which makes it into a Lie bialgebra, and so
U(g*) and U(g*) are co-Poisson Hopf algebras too. On the other hand, g turns into a
Lie bialgebra — maybe in topological sense, if G is infinite dimensional — and U(g) and
U(g) are (maybe topological) co-Poisson Hopf algebras. The Hopf pairing above between
F[G] and U(g) then is compatible with these additional co-Poisson and Poisson structures.
Similarly, Hyp (G) is a co-Poisson Hopf algebra as well and the Hopf pairing between F'[G]
and Hyp (G) is compatible with the additional structures. Moreover, the perfect (=non-
degenerate) pairing g x g* — k given by evaluation is compatible with the Lie bialgebra
structure on either side (see §1.2(b)): so g and g* are Lie bialgebras dual to each other.
In the sequel, we denote by G* any connected algebraic Poisson group with g as cotangent

Lie bialgebra, and say it is dual to G'.
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Let H be a Hopf algebra over an integral domain D. We call H a “function algebra”
(FA in short) if it is commutative, with no non-trivial idempotents, and such that, if

= Char(k) > 0, then n? = 0 for all n in the kernel of the counit of H. If D is
a field, an FA is the algebra of regular functions of an algebraic group-scheme over D
which is connected and, if Char(k) > 0, is zero-dimensional of height 1; conversely, if G
is such a group-scheme then F[G] has these properties. Instead, we call H a “restricted
universal enveloping algebra” (=rUEA) if it is cocommutative, connected, and generated
by its primitive part. If D is a field, an rUEA is the restricted universal enveloping algebra
of some (restricted) Lie algebra over D; conversely, if g is such a Lie algebra, then U(g)
has these properties (see, e.g., [Mo], Theorem 5.6.5, and references therein).

For the Hopf operations in any Hopf algebra we shall use standard notation, as in [Ab].

Definition 1.2.

(a) Let H, K be Hopf algebras (in any category). A pairing ( , ): Hx K —— R
(where R is the ground ring) is a Hopf (algebra) pairing if (z,y1-y2) = (A(z), 11 @ys) :=
Dy () (T, y2) s (21 22,y) = (21 @ 22, A(Y)) = 2 (21,90)) - (T2,92)) 5
<£ll',1> = E(CII) ) <17y> = E(y>; <S(l’),y> = <$7S<y)> ’ fO’l" all T,2T1,T2 € H; Y,Y1,Y2 € K.

(b) Let g, b be Lie bialgebras (in any category). A pairing { , ): gxbh ——k (where
k is the ground ring) is called a Lie bialgebra pairing if (x,[y1,y2]) = (6(x),y1 @ y2) :=
Z[m] <513[1]7y1> : <37[2]7?J2> s <[5171,5172]a3/> = <fC1 ® 5132,5(y)> = Z[y] <5L’1, 1]> <x2,y[2 > for
all z,x1,22 € g and y,y1,y2 € b, with 6(x) = Z[m]x[1]®m[2] and §(y) = Z[gﬁ (1 ®Y[2] -

1.3 The quantum setting. Let R be a (integral) domain, and let F' = F(R) be
its quotient field. Denote by M the category of torsion-free R—modules, and by H.A the
category of all Hopf algebras in M ; note that flat modules form a full subcategory of
M. Let Mp be the category of F—vector spaces, and HAgr be the category of all Hopf
algebras in Mp. For any M € M, set Mp := F(R) ® g M. Scalar extension gives a
functor M — Mg, M — Mp, which restricts to a functor HA — HApr as well.

Let h € R be a non-zero element (which will be fixed throughout), and let k := R/(h) =
R/hR be the quotient ring. For any R—module M, we set Mh‘h_o:: M/hM =k®gr M:
this is a k-module (via scalar restriction R — R/hR =: k), which we call the specialization
of M at h = 0; we use also notation M =0 3 to mean shortly that Mh‘h og M.
Moreover, set M oo o WM (this is the closure of {0} in the h-adic topology of M).
For any HeHA, let I, :zKer(H—e»RE»]@ and set [, °:= :Z% L.

Finally, given H in HAr, a subset H of H is called an R-integer form (or simply an
R-form) of Hiff H is a Hopf R-subalgebra of H (so H is torsion-free as an R-module,
hence H € HA) and Hp := F(R)®g H = H.

We are now ready to introduce the notion of “quantum group”.
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Definition 1.4. (“Global quantum groups” [or “algebras”]) Let R, h€ R\{0} be as in §1.5.
(a) We call quantized restricted universal enveloping algebra (in short, QrUEA) (at h)
any Uy, € HA such that uh‘h:o = Llh/huh is (isomorphic to) an rUEA.
We call QrUEA the full subcategory of HA whose objects are all the QrUEAs (at h).
(b) We call quantized function algebra (in short, QFA) (at h) any Fy € HA such that
(Fh)oo = Ir,° (notation of §1.3)' and Fh‘h:o:: Fh/hFh is (isomorphic to) an FA.
We call QFA the full subcategory of HA whose objects are all the QFAs (at h).

Remark 1.5: If U, is a QrUEA (at i, that is w.r.t. to i) then L{h|h:0 is a co-Poisson
Hopf algebra, w.r.t. the Poisson cobracket ¢ defined as follows: if = € Z/{h|h:0 and ' € Uy,
gives = 2’ mod iUy, then d(z) := (h~' (A(2') — A°P(2"))) mod i (U @ Up). If
k := R/RR is a field, then uﬁ’h:o >~ U(g) for some Lie algebra g, and by [Dr], §3, the
restriction of § makes g into a Lie bialgebra (the isomorphism uh}h:o =~ U(g) being one
of co-Poisson Hopf algebras); in this case we write U = Ux(g) .

Similarly, if Fy is a QFA at A, then Fh|h:0
bracket { , } defined as follows: if x, y € Fh|h:0 and 2,y € Fp give x =2’ mod hFj,
y =y mod hFy, then {z,y} := (i"'(2’y’ — y'2')) mod hFy. Therefore , if k :=
R/hR is a field, then Fﬁlh:o

isomorphism being one of Poisson Hopf algebras): in this case we write Fy = Fy[G] .

is a Poisson Hopf algebra, w.r.t. the Poisson

= F[G] for some connected Poisson algebraic group G (the

Definition 1.6.

(a) Let R be any (integral) domain, and let F' be its field of fractions. Given two F-
modules A, B, and an F—bilinear pairing A x B — F', for any R—submodule A C A and
B CB we set A® :z{bGB“A, b>§R} and B°® ::{aEA)<a,B>§R}.

(b) Let R be a domain. Given H, K € HA, we say that H and K are dual to each
other if there exists a perfect Hopf pairing between them for which H = K®* and K = H®.

§ 2 The global quantum duality principle

2.1 Drinfeld’s functors. (Cf. [Dr], §7) Let R, HA and h € R be as in §1.3. For any
HeMA, let I =1, = Ker(H - R—"% R/WR = k) = Ker(H > H /h H - k)
(as in §1.3), a maximal Hopf ideal of H (where € is the counit of H |h:0’ and the two
composed maps clearly coincide): we define

HY = ano I = ano (hilI)n = UnZO (fflf)n (g HF) :
If J=J,:=Ker(e) then I =J+h-1,,s0 H' =Y S h™™J" =3 -, (h7*J)" too.

1This requirement turns out to be a natural one, see Theorem 3.8.
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Given any Hopf algebra H, for every n € N define A™ H — H®" by A0 := ¢,
Al :=id,, and A" = (A ® idg(nﬂ)) o A"~ if n > 2. For any ordered subset ¥ =
{i1,...,ix} € {1,...,n} with i1 < --- < i}, define the morphism j, : H®* — H®"
by js(la1 ® - ®ag) = b ®---®@b, with b, := 1 if ¢ ¢ ¥ and b;, := a, for
1 <m < k; then set Ay := jsoAF Ay:= A% and by = Y55 (—1)n_|zllAg/,
dg := €. By the inclusion-exclusion principle, this definition admits the inverse formula
As =) ycyx, 6w . We shall also use the notation dg := dy, 0 := df12,... n} , and the useful
formula 6, = (id; — €)®" o A", for all n € N, .

Now consider any H € HA and h € R as in §1.3: we define

H = {a€H|b(a) e"H®", VneN} (CH).

Theorem 2.2. (“The Global Quantum Duality Principle”) Assume k::R/hR s a field.

(a) The assignment H — H , resp. H — H', defines a functor ()": HA — HA,
resp. ()':HA — HA, whose image lies in QrUEA, resp. in QFA. Moreover, for
all H € HA we have H C (HV), and H D (H’)v, hence also HY = ((HV)/)V and
H = ((H’)v)/. Finally, if H € HA s flat, then H" and H' are flat as well.

(b) Assume that Char(k) =0. Then for any H € HA

H=(H") <= He QFA and H=(H) < HecQrUEA ;

thus we have two induced equivalences, namely ( VWi QFA —— QrUEA, H — HY,
and ()': QrUEA ——— QFA, H — H', which are inverse to each other.

(c) (“Quantum Duality Principle”) Assume that Char(k) =0. Then

F[G)Y| = Fn[G]V/th[G]V = U(g"), Une)| = Un<g>’/hUn<g>’ = F[G"]

(with G, g, g, ¢* and G* as in §1.1, and Uy(g) has the obvious meaning, cf. §1.5) where

h=0 h=0

the choice of the group G* — among all the connected Poisson algebraic groups with tangent
Lie bialgebra g* — depends on the choice of the QrUEA Uy(g). In other words, Fy[G]"
is a QrUEA for the Lie bialgebra g*, and Uy(g) is a QFA for the Poisson group G*.
(d) Let Char(k) =0. Let F, € QFA, Up € QrUUEA be dual to each other (with respect
to some pairing). Then Fy' and Uy’ are dual to each other (w.r.t. the same pairing).
(e) Let Char(k) =0. Then for all H € HAp the following are equivalent:
H has an R—integer form H sy which is a QFA at Ii;
H has an R—integer form H,y which is a QrUEA at h.

Remarks 2.3: after stating our main theorem, some comments are in order.

(a) The Global Quantum Duality Principle as a “Galois correspondence” type theorem.
Let L C E be a Galois (not necessarily finite) field extension, and let G := Gal(E/L) be
its Galois group. Let F be the set of intermediate extensions (i.e. all fields F' such that
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LCF CE), let § be the set of all subgroups of G and let §¢ be the set of all subgroups
of G which are closed w.r.t. the Krull topology of G. Note that 7, § and §° can all be
seen as lattices w.r.t. set-theoretical inclusion — S§¢ being a sublattice of S — hence as
categories too. The celebrated Galois Theorem yields two maps, namely &: F —— S,
F Ga(E/F) ={y€G|y|,=idr},and ¥:§ — F, H— E" :={ecc
E ’ n(e) =e ¥n e H}, such that:

— 1) @ and ¥ are contravariant functors (that is, they are order-reversing maps of
lattices, i.e. lattice antimorphisms); moreover, the image of @ lies in the subcategory S¢;

— 2) for H € S one has ¢(¥(H)) = H, the closure of H w.r.t. the Krull topology:
thus H C ¢(¥(H)), and DoV is a closure operator, so that H € S¢ iff H = ®(V(H));
— 8) for F € F one has ¥(®(F)) = F;

— 4) @ and ¥ restrict to antiequivalences @ : F — S§¢ and ¥ : §¢ — F which are
inverse to each other.

Then one can see that Theorem 2.2 establishes a strikingly similar result, which in
addition is much more symmetric: H.A plays the role of both F and S, whereas ()’
stands for ¥ and ( )V stands for @. QFA plays the role of the distinguished subcategory
S§¢, and symmetrically we have the distinguished subcategory QriAEA. The composed
operator (( )V)/ = () o()" plays the role of a “closure operator”, and symmetrically
(( ),)v = ()" o () plays the role of a “taking-the-interior operator”: in other words,
QFAs may be thought of as “closed sets” and QrUEAs as “open sets” in H.A .

(b) Duality between Drinfeld’s functors. For any n € N let g, : J;&" — H®" ™ H
be the composition of the natural embedding of J,®™ into H®" with the n—fold multi-
plication (in H ): then pu, is the “Hopf dual” to §,. By construction we have HY =
Y nen Hn (h_”JH®") and H' =, cxn 5n*1(h+”JH®”) . this shows that the two functors
are built up as “dual” to each other (cf. also part (d) of Theorem 2.2).

(¢) Ambivalence QrUEA < QFA in HAp . Part (e) of Theorem 2.2 means that some
Hopf algebras over F'(R) might be thought of both as “quantum function algebras” and as

“quantum enveloping algebras”: examples are Up and F for U € QriUEA and F € QFA.

(d) Drinfeld’s functors for algebras, coalgebras and bialgebras. The definition of either of
Drinfeld functors requires only “half of” the notion of Hopf algebra. In fact, one can define
( )V for all “augmented algebras” (that is, roughly speaking, “algebras with a counit”)
and ()" for all “coaugmented coalgebras” (roughly, “coalgebras with a unit”), and in
particular for bialgebras: this yields again nice functors, and neat results extending the
global quantum duality principle hold for them; we shall prove all this in the next section.
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§ 3 General properties of Drinfeld’s functors

3.1 Augmented algebras, coaugmented coalgebras and Drinfeld’s functors for
them. Let R be a commutative ring with 1, M the category of torsion-free R-modules.

We call augmented algebra the datum of a unital associative algebra A € M with
a distinguished unital algebra morphism ¢ : A — R (so the unit map v : R — A
is a section of €): these form a category in the obvious way. We call indecompos-
able elements of an augmented algebra A the elements of the set Q(A) := J,/J 2 with
Ja = Ker (g: A — R). We denote AT the category of all augmented algebras in M .

We call coaugmented coalgebra any counital coassociative coalgebra C' with a distin-
guished counital coalgebra morphism v : R — C (so u is a section of the counit map
€: C — R),and let 1 := u(l), a group-like element in C': these form a category in
the obvious way. For such a C' we said primitive the elements of the set P(C) := {c €
C|A(c)=c®1+1®c}. We denote CT the category of all coaugmented coalgebras in M .

We denote B the category of all bialgebras in M ; clearly each bialgebra B can be seen
both as an augmented algebra, w.r.t. € = € = ¢; (the counit of B) and as a coaugmented
coalgebra, w.r.t. u = v = ug (the unit map of B), so that 1 = 1 = 15: then Q(B) is
naturally a Lie coalgebra and P(B) a Lie algebra over R. In the following we’ll do such
an interpretation throughout, looking at objects of B as objects of AT and of CT.

Now let R be a domain, and fix h € R\ {0} asin §1.3. Let A€ A", and [ = I, :=

h—0 € |h=0

:= Ker <A—§»Rﬂ»R/hR = k) = Ker (A—»A/hA—»k) as in §1.3, a max-
imal Hopf ideal of A (where € ‘h:o is the counit of A‘h:o’ and the two composed maps
do coincide): like in §2.1, we define

AY = ano Rt = ano (hilI)n = UnZO (hill)n (g AF) :

If J=J,:=Ker(e,) then I =J+h-1,, thus AY =3, h " =3, (h71)".

Given any coalgebra C, for every n€N define A":C —s C®" by A0 :=¢, Al :=id,,
and A" := (A ® idg(n_m) o A"~ 1 if n > 2. If C is coaugmented, for any ordered subset
Y = {i1,...,ix} C€{1,...,n} with i; < --- < iy, define the morphism j, : C®* — C®"
by je(a1® - ®ag) =b®---®b, with b;:=1if i ¢ ¥ and b;, :=a,, for 1 <m <k;
then set Ay = juo AF, Ay = A% and by 1= Syos (-1 1F1Ag 6y = ¢. Like
in §2.1, the inverse formula Ay = ),y 0y holds. We'll also use notation dy := dy,
0n = 041,2,....n} » and the useful formula (En = (id¢ —€- l)®" o A", for all n e N .

Now consider any C' € CT and h € R as in §1.3. We define

C" = {ceC|bu(c)eh"C®", VneN} (CC).

In particular, according to our general remark above for any B € B (and any prime
element h € R as above) B is defined w.r.t. € = ¢ and B’ is defined w.rt. 1 =1;.
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Lemma 3.2. Let H € HA, and set H :== H/H,, (notation of §1.3). Then:

(a) Hw = (H'),,, He C (HV)OO, H, is a Hopf ideal of H, and (H)oo = {0}.
Moreover, there are natural isomorphisms (F )V = HY/H., (ﬁ)/ =H'/H,.

(b) Hec HA, and H}hzo = H’h:o’ In particular, if H’h:o has no zero-divisors the
same holds for H, and if H is a QFA, resp. a QrUFEA, then H is a QFA, resp. a QrUFEA.

(c) Analogous statements hold for any A € AT, any C € CT and any B € B.

Proof. Trivial from definitions. [

Proposition 3.3. Let Ac AY, BeB, Hc'HA. Then AVe AT, BYeB, and H'c HA.
If in addition A, resp. B, is flat, then AV, resp. BY, is flat as well.

Proof. First, we have AV, BY, HY € M, for they are clearly torsion-free. In addition, A"
is obtained from A in two steps: localisation — namely, A >~ A[h_l} — and restriction,
i.e. taking a submodule — namely, A [h_l} P~ AV( CcCA [h_l} ) . Both these steps preserve
flatness, hence if A is flat then AV is flat too, and the same for B and B".

Second, AY := ">  h"J" where J := Ker(e,), so AV is clearly an R—subalgebra of
Ar, hence AV € AT; similarly holds for B and H of course. Moreover, J, is bi-ideal of
B, so A(J;) € B® Jp + Js ® B, hence A(JB") C > Jy ®J; forall n €N, thus

r+s=n
A(h*”JB”) Ch™ Yy BeL= > (h*’"JBT) ® (h*SJBS) C BY®@BY forall n e N,
r4+s=n r+s=n

whence A(BY) C BY @ BY which means BY € B. Finally, for H we have in addition
S(J") = J* (for all n € N) because J, is a Hopf ideal, therefore S(h~"J,") = i~ "J,"
(for all n € N), thus S(HY) = HY andso HY € HA. O

Lemma 3.4. Let B be any bialgebra. Let a, b € B, and let ® CN, with ® finite. Then
(a)  da(ab) = > da(a)dy(b);
AUY =&
(b) if ©£0, then bp(ab—ba)= Y. (6a(a)dy(b) — oy (b)da(a));

AUY =
ANY #D

(c) if the ground ring of B is a field, and if D,, := Ker(6n+1) (for all n € N ), then
D : {0}=D,CDyCD;C---D,C--- (CB)

is a bialgebra filtration of B with [Dm,Dn} C Dpyn—1 (Vm,n € N), hence the asso-
ctated graded bialgebra is commutative. If B = H is a Hopf algebra, then D is a Hopf
algebra filtration, so the associated graded bialgebra is a commutative graded Hopf algebra.

Proof. (a) (cf. [KT], Lemma 3.2) First, notice that the inversion formula A¢ =}y 4 dw
(see §2.1) gives D ycq dw(ab) = Ag(ab) = Ag(a) Aa(b) =D 5 ycqpda(a)dy(b); this can

be rewritten as

Z\I/gp(s\l’(ab) = Z\I/§<I> > avy—woala)dy (b) . (3.1)
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We prove the claim by induction on the cardinality |®| of ®. If ® = () then d¢ = jy o€,
which is a morphism of algebras, so the claim does hold. Now assume it holds for all sets
of cardinality less than |®|, hence also for all proper subsets of ®: then the right-hand-side
of (3.1) equals > dg(ab) + Z 5A( )0y (b) . Then the claim follows by subtracting

vCo
from both sides of (3 1) the summands corresponding to the proper subsets ¥ of ®.

(b) (cf. [KT], Lemma 3.2) The very definitions give da(a)dy (b) = 0y (b) da(a) when
ANY =10, so the claim follows from this and from (a).

(¢) Let a € D,,, b € D, : then ab € D,,, because part (a) gives 0,tnt1(ab) =
D oAUY={1,...m+n+1} 0a(@) Oy (b) = O since in the sum one has [A| > m or [Y| > n which
forces 0p(a) =0 or dy(b) = 0. Similarly, [a,b] € Dyyyn—1 < m+n —1 because part (b)
yields 84n ([a,0]) = ZAUY:{l 77777 mebn} da(a)dy(b) = 0.

ANY #D

Second, we prove that A(Dn) C ZH_S:n D,.® Dy, forall neN. Let n€ D,,\ Dy,_1 .
Then A(n) =€(n)-1®@14+n®@1+1®n+d2(n); since Dy := Ker(d1) = (1) =k-1 we
need only to show that d2(n) € >, ., Dr ® Ds. We can write d2(n) = >_; u; ® v; with
uj, v; € J := Ker(e) — so that 6;(u;) = u; for all j — and the u;’s linearly independent
among themselves. By coassociativity of A one has (§, ® §5)0dy = 6,45 (for all r, s € N);
therefore, 0= dn1(n) = >, 01(us) ® 6n(v;) = >, u; ® 0y (vj): since the u;’s are linearly
independent, this yields d,(v;) =0, that is v; € Ker(6,) =: D,,—1, for all 5.

Now, set D/ := D, NJ for n € N. Splitting J as J = D{ @ W; — for some subspace
W1 of J — we can rewrite d2(n) as da(n) = (1) ®v(n 2 + >0, uf ®u;k, where u(l) €
Di, ut ewy, o" Y vf e D!
Then also the do (uh)’ s are linearly independent: indeed, if ), c; d2 (uZ) = 0 for some

21 (for all 4, h) and the u;’s are linearly independent.
scalars c¢p then >, ¢ uZ € Ker(d3) =: Dy, forcing ¢, = 0 for all h. Then again by
coassociativity 0 = 8,41(n) = (02 ® 8,-1)(02(n)) = >, 62(uj ) ® 6p—1(v;7), which — as
the d2 (uh) s are linearly independent — yields ¢, _1 (vh) =0, i.e. vh €D, _o, forall h.
Now we repeat the argument. Splitting J as J = Dy @& Wy — for some subspace W
of J — we can rewrite d2(n) as d2(n) = u( ) ®v(n 2 +D U (2) ®v§-n72) +>  up @y,
where u§2) € D:NJ, vj(-n 2, v € Dn,gﬂJ, uy € Wy (for all J, k) and the u}’s are
linearly independent. Then also the d3 (uZ)’s are linearly independent (as above), and by
coassociativity we get 0 = 0,41(n) = (03 ® (5n_2)((52(77)) =) .03 (UZ) ® Op—2 (v;‘;) , which
gives 0, _o (vk) =0, ie. v € D,,_3, forall k. Iterating this argument we eventually stop
getting 6a(n) = u(l)@w(n 1)+Z u(2)®v(n 2)+ A+, ub (n— 1)®U(1) Z Zt (8)
vg %) with ugsg € Dy, §"t ) € D,_, forall s, t, so 62(1n) € X gipen Da @ Dy, q.e.d.
Finally, if B = H is a Hopf algebra then Ao S =8% 0 A, hence A0S = §€" o A"
(neN),and eoS = Soe, thus §" oS = 5%" 04" (for all n € N) follows, which yields
S (Dn) C D, forall n € N. Thus D is a Hopf algebra filtration, and the rest follows. [
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Proposition 3.5. Assume that k :== R/hR is a field. Let C € C*, B€ B, H € HA.
Then C'e C*, B'e B, and H' € HA. Moreover, if C, B, is flat, then C', B’, is flat too.

Proof. First, by definition C” is an R—submodule of C, because the maps 6, (n € N) are
R-linear; since C is torsion-free, its submodule C’ is torsion-free too, i.e. C' € M. In
addition, C’ is an R—submodule of C', and taking a submodule preserve flatness: hence if
C is flat then C’ is flat too. The same holds for B and B’ as well.

We must show that C” is a subcoalgebra. Due to Lemma 3.2(¢), we can reduce to prove
it for (6)/, that is we can assume from scratch that Co, = {0}.

Let R be the A-adic completion of R. Let also C be the h-adic completion of C': this
is a separated complete topological ﬁfmodule, hence it is topologically free (i.e. of type
RY for some set Y ); moreover, it is a topological Hopf algebra, whose coproduct takes
values into the h-adic completion C ®C of C ® C'. Since Co, = {0}, the natural map
C—Cisa monomorphism of (topological) Hopf R—algebras, so C identifies with a Hopf
R—subalgebra of C. Further, we have C / C =C / h"C for all n € N. Finally, we set

~

c* .= Homp<a, E) for the dual of C.

Pick a € C’; first we prove that A(a) € C' ® C': to this end, since C is topologically
free it is enough to show that (id® f)(A(a)) € C’®grR-1 for all f € C*, which amounts
to show that ((0,, ® f) o A)(a) € B"C®" ®p R-1 forall neN,, feC*. Now, we can
rewrite the latter term as

(Gn@floa)(@) = (((i[d—e- 1) @ f)oA™ ) (a) = 6u(a)@ f(1)-1+ (10" @ f ) (8n+1(a))

and the right-hand-side term does lie in A"C®" @ R- 1, for a € C’, qe.d.

Definitions imply A(z) = —€(z)-1®1+2®1+1®x+d2(x) for all z € C'. Due to the
previous analysis, we argue that ds(a) € C'®@ C for all a € C’, and we only need to show
that da(a) € C' ® C’: this will imply A(a) € C' ® C” since 1 € C’ (as it is group-like).

Let C' be the h-adic completion of C’: again, this is a topologically free ﬁ—module,
and since (C”)_, = Cs = {0} (by Lemma 3.2(a) and our assumptions) the natural map
¢’ — C' is in fact an embedding, so C' identifies with an R-submodule of oL If
{5 ‘j € J} is a subset of C’ whose image in C”|h:0

space, then it is easy to see that C' = @ ﬁiﬁj : fixing a section v:k —— R of the
JjeT
projection map R — R / h R =: k, this implies that each element a € C’ has a unique

is a basis of the latter k—vector

expansion as a series a = > 7 V(Kjn)R" B; for some k;, €k which, for fixed n,

are almost all zero. Finally @/h@ - C’/hC” - B/hB, with B:= @ Rp; .
JjeT
We shall also consider (6’\’)* := Homy, (6’\’, ﬁ) , the dual of c’.
Now, we have d3(a) € C'®@ C C C'® C, so we can expand d2(a) inside C'®C as

da(a) = > et (ZHGN dieq I/(Ii;’n) h" ﬁj> ® ¢; for some /Q;I-’n € k as above and ¢; € C
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(Z being some finite set). Then we can rewrite d2(a) as

d2(a) = > B ® ( > ZV(Hz‘,n)hn‘CO = Y By €C'®C
JjeTJ neNiel JjeJ

where v; := ) g Ziez’/(’f;‘,n) h-¢; € C for all j, and C'@C is the completion of
C' ® C w.r.t. the weak topology. We contend that all the «;’s belong to (6)’

In fact, assume this is false: then there is s € Ny such that ds(;) & h*C®* for some
i € J; we can choose such an ¢ so that s be minimal, thus 6y (v;) € h'C®% for all
j € J and s’ < s; since 05 = (02 ®id) 0 ds—1 — by coassociativity — we have also
ds(5) € hs=1C®s for all j € J. Now consider the element

A= Tyes B 000) € (O/nC) & (w108 /1eC®)

the right-hand-side space being equal to (C”/h C”) Rk (hs_lc"g’s/f’LSC’@S) ; hereafter, such
notation as T will always denote the coset of x in the proper quotient space. By construc-
tion, the ﬁ_j’s are linearly independent and some of the m’s are non zero: therefore
A is non zero, and we can write it as A = Y, A ® X7 (# 0) where £ is a suit-
able non-empty index set, Ay (for all ¢) belongs to the completion C’ of C" w.r.t. the
weak topology, x¢ € hs—1C ®8, the \/’s are linearly independent in the k-vector space
@/h/CT' (which is just the completion of Cl‘h:o ;= C'/hC’ w.r.t. the weak topology),

and the Xy ’s are linearly independent in the k-vector space hs=1C®s / REC®s. In par-
ticular A¢ & A C” for all £: so there is r € N such that §,(\;) € A"C "\ AP T1C®" for
all £ € £ (hereafter, K®™ denotes the completion of K®™ w.r.t. the weak topology),
hence 6,(\) # 0 € h”5®”/h’"+15®r. Now write 6, for the composition of §, with a
projection map (such as X —» X / h X, say): then the outcome of this analysis is that

(5 ©3,) (82(0)) = (8, i) (Le, B ©8,037) ) = Srer 00 @37 # 0
in the k—vector space <h”C’®T/hr+1C®T> Sk <h5*10®3/h50®8> .
On the other hand, coassociativity yields (6, ® d5)(d2(a)) = 0,45(a). Therefore, since
a € C'" we have 6,,4(a) € W"tC®0+9)  hence d,15(a) = 0 in the k-vector space
h’"+5—1C®(T+S)/h’"+50®(’"+s) . Now, there are standard isomorphisms

hZC@é/h”lC@” = (heCw)@Rk for Le{r,s—1,r+s—1}
(hr+s—1c®s) Opk = <(hr0®r) R k) D <<hs—1c®s) R k)
hr—i—s—lc«@(r—i—s)/h(r—i—s)c(X)(r—i—s) ~ (hrc®r/hr+lc®r> R <hs—lc®s/hsc®s>.

Moreover, (h’"C@’r/h?"HC@T) Rk (hs_lC"g’s/hSC@S) naturally embeds, as a dense subset,
into (hTC’@T/h’"“C@T) Rk <h8_10®5/h50®8> , so via the last isomorphism above we get
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hr+s—10®(r+s)/h(r+s)c®(r+s) SN <hr0®r/hr+lc®7’) = (hs—lcf@s/hscr@s) .

This last monomorphism maps (6, ® &,)(d2(a)) = 0,4s(a) = 0 onto (6,®05)(02(a)) #0,
a contradiction! Therefore we must have «; € (6 )/ for all j € J, as contended.

The outcome is d2(a) = Zjej B; ®; € C”@(@)I, so dz(a) € (C” ® C’) N (C”@(é)/)

For all n €N, the result above yields (id@én)(dg(a)) € (C”®C’®”) N (C'@ On ((6 )I)> C
C(C'eC®)N <C’ ® h”6®”> = C' @ h"C®™ | because é/hné = C’/h"(] (see above)
implies C (A"C = h"C. So we found (id ® 6,)(62(a)) € C" @ A"C®™ for all n € N.
Acting like in the first part of the proof, we’ll show that this implies dz(a) € C' @ C". To
this end, it is enough to show that (f®id)(d2(a)) € R-1®rC’ forall fe (6’\’)*, which
amounts to show that (f®4,)(d2(a)) € R-1®ph"C®" forall ne N, , f € (6\’)* . But
this is true because (f®4d,)(d2(a)) = (f®id)((i[d®6,)(62(a))) € (f®id)(C’@A"C®™) C
R-1®g A"C®" . We conclude that C’ € C*, q.e.d.

Now look at B € B. By the previous part we have B’ € CT. Moreover, B’ is multi-
plicatively closed, thanks to Lemma 3.4(a), and 1 € B’ by the very definitions. Thus B’
is an R—sub-bialgebra of B, so B’ € B.

Finally, for H € HA one has in addition A oS = S92 0 A, which implies A" 0 § =
S®" o A™ hence §,0S5 = S®"04,,, for all n € N. This clearly yields S(H') = H', whence
H’ is a Hopf subalgebra of H, thus H' € HA, qed. O

Remark: The “hard step” in the previous proof — i.e. proving that A(C’) C C' @ C’
— is much simpler when, after the reduction step to C, = {0}, one has that C'is free, as
an R-module (note also that for C' free one has automatically C, = {0} ). In fact, in this
case — i.e. if C' is free — we don’t need to use completions. The argument to prove that
d2(a) € C"®C goes through untouched, just using C instead of C , the freeness of C' taking
the role of the topological freeness of C ; similarly, later on if C” also is free (for instance,
when R is a PID, for C” is an R—submodule of the free R—module C') we can directly use it
instead of the topologically free module 6\’, just taking { Bj | jeJ } to be an R-basis of
C’: then we can write d2(a) =3, 7 3;®7; € C'®C forsome v; € C', and the argument
we used applies again to show that now v; € C’ for all j, so that d2(a) € C'"®@C", q.e.d.

Theorem 3.6. Assume that k := R/hR s a field.
(a) X — XV gives well-defined functors from A™ to A*, from B to B, from HA to HA.
(b) X — X' gives well-defined functors from C* to C*, from B to B, from HA to HA.

(¢c) For any B € B we have BC (Bv)/, B2 (B')V, hence BY = ((BV)/)\/7 B'= ((B/)v>,-

Proof. In force of Propositions 3.3-5, to define the functors we only have to set them on

morphisms. So let ¢ € Mor,+(A, E) be a morphism in A" : by scalar extension it gives
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a morphism Arp — Ep of Hopf F(R)-algebras, which maps A~'.J, into A~ !J, hence
AY into EY: this yields the morphism ¢Y € Mor,+(AY, EY) we were looking for. On
the other hand, if ¥ € Mor.+(C,I") is a morphism in C* then §, o1 = 1p)®" 0, for all
n,so ¢(C') CI": thus as ¢’ € Morc+(C’,I") we take the restriction o of ¥ to O,

Now consider B € B. For any n € N we have §,(B) C J;°" (see §2.1); this can
be read as 8, (B) C Jo2" = i (h1J,)"" € h(BY)®", which gives B C (BY)', q.e.d.

€ Ar— n
On the other hand, let I’ := Ker(B’ —»R—O»]k> ; since (B’)V =y, (R71I')", in

order to show that B D (B’)v it is enough to check that B D h~'I’. Solet 2’ € I’ : then
51(z') € hB, hence 2’ = §;(2') + €(2’) € hB. Therefore h~'2’ € B, q.e.d. Finally, the
last two identities follow easily from the two inclusions we’ve just proved. [J

Theorem 3.7. Assume that k := R/hR is a field.

Let Be€ B. Then Bv‘h—o is an TUEA (see §1.1), generated by h~'J mod hBY.

In particular, if H € HA then HY € QrUEA.

Proof. A famous characterization theorem in Hopf algebra theory claims the following
(cf. for instance [Ab], Theorem 2.5.3, or [Mo], Theorem 5.6.5, and references therein,
noting also that in the cocommutative case connectedness and irreducibility coincide):

A Hopf algebra H over a ground field k is the restricted universal enveloping algebra
of a restricted Lie algebra g if and only if H is generated by P(H) (the set of primitive
elements of H) and it is cocommutative and connected. In that case, g = P(H).

Thus we must prove that the bialgebra Bv}h:o is in fact a Hopf algebra, it is gener-
ated by its primitive part P(Bv‘hzo) and it is cocommutative and connected, for then
BV’h:() =U(g) with g= P(Bv|h:0) being a restricted Lie bialgebra (by Remark 1.5).

Since BY = ", <, (h_lJ)n, it is generated, as a unital algebra, by JV := A~ 'J.
Consider ;¥ € JV, and j :=hjY € J; then

A(j):52(j)+j®1+1®j—6(j)-1®1€j®1+1®j+J®J
for A= +id®1+1®id—e-1®1 and Im(d2) C J ® J by construction. Therefore

AGY)Y =60+  @1+105Y —€e(1Y) 101=86G")+iVel1+10]Y €
cjVel+lejV+rhlIeJ=Vel+lej Y +rtJ e JY
whence
AGV)=5"®1+1®5" mod hBY  (Vj¥eJY). (3.2)

This proves that Jv|h:0 - P(Bv|h:0) , and since J" ‘h:o

erates BY), a fortiori Bv|h=0 is generated by P(Bv‘h:())a hence BY }h:O is cocommutative

generates BY|,_ (for JY gen-

too. In addition, (3.2) enables us to apply Lemma 5.5.1 in [Mo] — which is stated there
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for Hopf algebras, but holds indeed for bialgebras as well — to the bialgebra BV‘ heo » With
Ao =k-1 and A; = JV/(JVﬂ hBY): then that lemma proves that Bv|h:0 is connected.

Another classical result (cf. [Ab], Theorem 2.4.24) then ensures that Bv‘hzo is indeed a
Hopf algebra; as it is also connected, cocommutative and generated by its primitive part,
we can apply the characterization theorem and get the claim. [

Theorem 3.8. Assume that k := R/hR s a field.
Let B € B. Then (B') = Iz and B’

h=0
idempotents. In addition, when p := Char (k) > 0 each non-zero element of Jp:

18 commutative and has no non-trivial

Iheo has

nilpotency order p, that is 7? =0 for all 7 € Jp/
In particular, if H € HA then H € QFA.

|ﬁ:0 :

Proof. The second part of the claim (about H € H.A) is simply a straightforward refor-
mulation of the first part (about B € B), so in fact it is enough to prove the latter.

First we must show that B’|h:0 is commutative, (B') = I;”>° and B/|h:0 has no
non-trivial idempotents (cf. §1.3-4). For later use, set I:= I, J:=Js, J :=Jy , I':=1y .

As for commutativity, we have to show that ab — ba € h B’ for all a, b € B’. First,
by the inverse formula for A" (see §2.1) we have idy = Al =6, +6) =01 +€; so
x=01(x)+e€(x) forall z € B. If x € B’ we have §;(x) € h B, hence there exists =, € B
such that d;(x) = haxy;. Now take a, b € B’: then a = ha; +¢€(a), b = hby + €(b),
whence ab—ba = he with ¢ = h(a1by —bray); therefore we are left to show that ¢ € B’.
To this end, we have to check that dg(c) is divisible by Al®! for any nonempty finite subset
® of Ny : as multiplication by % is injective (for B is torsion-free!), it is enough to show
that dg(ab — ba) is divisible by AlI®I+1,

Let A and Y be subsets of ® such that AUY = ® and ANY # 0: then |A|+|Y| > |P|+1.
Now, 04 (a) is divisible by Al*l and 0y (b) is divisible by AYl. From this and from Lemma
3.4(b) it follows that dg(ab — ba) is divisible by Al®+1 q.e.d.

Second, we show that (B’), = (I’)>°. By definition B’ C I', whence Bl :=

TS hrB O ()" = ()7, ie. (B') C(I'). Conversely, I' = hB'+ J' with
hB' C hB and J' = §1(J) C hB: thus I' ChB, hence (I')” C( 2 h"B =: By .
Now definitions give Boo C B’ and h‘Bs, = By forall £ € Z, so B™" (I’)OO Ch™ "By =
B CB' hence (I')° Ch"B’ for all n € N, thus finally (I')” C (B)

Third, we prove that B’ }h:O

Let a € B’, and suppose that @ :=a mod h B’ € B/’h:O a.
Then a? = a + he for some ¢ € hB'. Set ag := €(a), a1 := §1(a), and cq := €(c),

c1 = 01(c); since a, c € B’ we have a1,c; €e hBNJ ="hJ.
2

-
has no non-trivial idempotents.

is idempotent, i.e. a2 =

First, applying §,, to the identity a® = a + hc and using Lemma 3.4(a) we get

S dala)dy(a) = 6,(a®) = dnl(a) + hén(c) YV neNy . (3.3)
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Since a, ¢ € B" we have d,(a), d,(c) € h"B®" for all n € N. Therefore (3.3) yields

bu(a) = S0 Sa(a)dy(a) = 260(a)dn(a) + 3.  dala)dy(a) mod AT BE"
AUY={1,...,n} AUY={1,...,n}
ALY #0

for all n € Ni, which, recalling that ag := dp(a), gives (for all n € N;)

(1-2ag) dn(a) = > da(a)dy(a) mod A"T!B®" (3.4)
AUY={1,...,n}
ALY £0

Now, applying e to the identity a? = a + he gives a¢> = ag + hcg. This implies

(1—2ap) € hB: this is trivial if Char(R) =2 or ag = 0; otherwise, if (1—2ao) € h B
then ag = 1/2+ ha for some a € B, and so ag® = (1/2+ ha)2 =1/4+ha+h?a? #
1/24+ ha+ heg = ag + heg, thus contradicting the identity ag® = ag + hcy. Now using
(1 — 2a0) ¢ hB and formulas (3.4) — for all n € N, — an easy induction argument
gives 0,(a) € A" B, for all n € Ny. Now consider a; = a — ap = ha for some
a € hJ: we have dp(a) = €(a) = 0 and J,(a) = h™16,(a) € A"B, for all n € N, ,
which mean o € B’. Thus a = a9+ ha = ag mod hB’, whence a =ag € B’
then @2 =ap € k gives us @ € {0,1}, hence @ =ag € {0,1}, q.e.d.

Finally, assume that p := Char(k) > 0; then we have to show that 77 = 0 for each
1M € Jpi|,_,, or simply n? € hJp for each n € JB/. Indeed, for any n € N from the
multiplicativity of A™ and from A"(n) =3 ,cq; da(n) (cf. §2.1) we have

.....

A ) = (A)" = (Sacqu,m 0an) € ZM y OA )+
+ 2 ) > Il o)™ + B Z > Gu(LEF) + h.g®n

€1,.. 7(3p<p Al:“',Apg{l:‘“vn} O\I/g{ 9 vn}
61+-~'6p=p |\If‘

h=0"

because dx(n )EjA<J BlA ‘) (forall AC{1,...,n})and [J,,J, ] ChJ,. Then

B/? B/
5 P) = (idp— O (ATOP)) € 8 + X (0 7L) 5 Tl a0 + 5"
€1,..rs ep<p UrAr={1,...,n}
e1t+--ep=p

Now, 6™(n)? € (hp”B®”)p C A"tIB®" because n € B’, and similarly we have also
[T , 0a, () € h wlAklerp®n C pnBO” whenever |J;_, Ay = {1,...,n}; in addition,

the multinomial coefficient (, P ) (With e, ..., ep < p) is a multiple of p, hence it is
P

€1,..0y

zero in R/h R =k, that is (

€1 4.-0y

......

Finally, since J, C hJ, we have also hJB,®” C R*T1B®"  The outcome then is that
Sn(nP) € AT Be™ for all n € N, thus n € h B’ as expected. 0O
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§ 4 Drinfeld’s functors on quantum groups

From now on, we assume that k := R/hR is a field.

Lemma 4.1. Let Fp € OQFA, and assume that Fh‘h:o is reduced. Let I := Iy, , let ﬁ’;

be the I-adic completion of Fy, and IAn the I-adic closure of I in Z/T;L, for all neN.
(a) Fy is isomorphic as an R-module (where R is the h-adic completion of R) toa

formal power series algebra of type ﬁ[[{yb}besﬂ (where S stands for some index set).
(b) Letting v:k —— R be a section of the quotient map R — R/hR =:k, use

it to identify (set-theoretically) J= }A%H{Yb}besﬂ with v(k)[[{Yo} U {Ys},es]] (with

h2Yy ). Then via such an identification both (IA)n and IAn coincide with the set of all
formal series of (least) degree n (in the Y;’s, with i € {0} US ), for all n € N.

(¢) There exist k-module zsomorphzsms G (Fp) = k[YO,{Yb}bGS} Gp( F ) for the
graded rings associated to Fy and Fh with the I-adic and the I adic filtration.

(d) Let p: Fp — Fy be the natural map. Then p(Ey) ﬂI = u(I™) for all n e N.

Proof. Let F[G] = Fﬁ‘h:o := Fy, /L Fy,, and let F[G] = F[[G]] be the m—adic completion
of F[G], where m = Ker (€r) is the maximal ideal of F[G] at the unit element of G.
Then I = 7—!(m), the preimage of m under the specialization map 7 : Fh — Fh/h Fy =
F[G]. Therefore 7 induces a continuous epimorphism 7 : Iy —» F [ |=F [[G]] which
again is nothing but specialization at h = 0. Note also that the ground ring of Fh is }A{,
because the ground ring of the I-adic completion of a unital R-algebra is the (RN I)-adic
completion of R, and the RNI = h R. Then of course Z/T;L is also a topological R-module.
Moreover, by construction we have (ﬁ; ). = 1{0}.

Now, let {y»},cs be a k-basis of m/m? = Q(F[G]); by hypothesis F[G] is reduced,
thus F[[G]] is just the formal power series algebra in the y,’s, i.e. F[[G]] 2 k[[{Vs},cs]] -
For any b € S, pick a j, € 71 (yp)(J (with J := Ker(ep,)), and fix also a section
v:k —— R of the quotient map R — R/hR =k as in (b). Using these, we can
define a continuous morphism of R-modules ¥ : EH{Y()} be SH —_ f’; mapping Y ¢ :=
[Lres ng(b) to j€:= [lpes jbg(b) for all e € N§ := {0 € N°|g(b) =0 for almost all b€
S } (hereafter, monomials like the previous ones are ordered w.r.t. any fixed order of the
index set §). In addition, using v one can identify (set theoretically) R = v(k)[[Yo]] (with
h =Yy ), whence a bijection v(k)[[YoU {Yb}beS” = H{Yb}besﬂ arises.

We claim that ¥ is surjective. Indeed, since (Fh)oo = {0}, for any f € F there is a

unique vy(f) € N such that f € h“ﬁ(f)ﬁ \ h”ﬁ(f)“ﬁ;\i, SO %(h_”ﬁ(f)f> = deNﬁ Ce - Y
for some ¢, € k not all zero. Then for f, := f — hvn(f) . Z§€N? v(ce) - 7€ we have

vr(f1) > vr(f). Tterating, we eventually find for f a formal power series expression of

the type f=>, cyA"- deN? V(cen) j&= E(eo,g)eNxN? v(ke) - h®0j€ ) so f € Im(¥),
g.e.d. Thus in order to prove (a) we are left to show that ¥ is injective too.
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Consider the graded ring associated to the h—adic filtration of ﬁi, that is Gh(ﬁ) =
oI (h”?’;/h”“l/?’;> . this is commutative, because 1/7\’;1/71}/7’; = %\( ﬁ;) = FI[[G]] is com-
mutative, and more precisely G;:L(Z/?;) = k[ﬁ ] Qe (ﬁ/hﬁ) >~ kY] ®k F[|G]] =
>~ (F[[G]])[Yo] as graded k-algebras. In addition, the epimorphism (of R-modules)
U: RouF[[G]] —F, induces an epimorphism Gy, (¥): Gy, (E @k F[[G]]) — G» (ﬁ)
of graded k—algebras, and by the very construction Gy, (¥) is clearly an isomorphism yield-
ing (F[[G]])[Yo] = Gy, (}A% ok F[[G]]) = Gh(ﬁi): then by a standard argument (cf. [Bo,
Ch. III, §2.8, Corollary 1) we conclude that ¥ is an isomorphism as well, q.e.d.

As for part (b), we start by noting that I = 7 (Ker (erqay)) = Ker(eg;) + hFy, so
each element of [ is expressed — via the isomorphism ¥ — by a series of degree at least
1; moreover, for all b, d € § we have jj ja — jajb» = hjy for some j, € Ker(eg ). This
implies that when multiplying n factors from I expressed by n series of positive degree, we
can reorder the unordered monomials in the y,’s occurring in the multiplication process
and eventually get a formal series — with ordered monomials — of degree at least n. This

—

proves the claim for both 1" and (IA )n

For part (c), the analysis above shows that the natural map p : F — 77; induces

k-module isomorphisms (f)n/(IA)nJrl = (?AYL/(T)”H = T;/I/n\+1 (for all n € N),

“+o00 +oo  _ n ~n — 400 ~
so Gr(Fy) := G_BOI”/I”H = 6—90 (1) /(I) T Gp(Fr) = Q_}OI"/I”H; moreover,

o~ o 400 —~ —
the given description of the I™’s implies Gp( Fy) = €D ]n/In+1 >~ k[Y0, {Ys},es] as
n=0
k-modules, and the like for G (Fh), thus (c) is proved.

Finally, (d) is a direct consequence of (¢): for the latter yields k-module isomorphisms

B/ "= Gy (Fy) [GH(I") = Gi(F) [Gi(17) 2 B JT7, thus u(I) = T" N p(Fy) . O

Remark: the previous description of the “formal quantum group” f’h shows that the
latter looks exactly like expected. In particular, in the finite dimensional case we can say
it is a local ring which is also “regular”, in the sense that the four numbers

— dimension of the “cotangent space” Iy, / 1 Fh2 ,

— least number of generators of the maximal ideal I, ,

— Hilbert dimension ( = degree of the Hilbert polynomial of the graded ring G p( 1/7; ) ),

— Krull dimension of the associated graded ring G p( 1/7\’;1) )
are all equal. Another way to say it is to note that, if {jl, . ,jd} is a lift in J5, of any
system of parameters of G = Spec (F’i}hzo) around the identity (with d = dim(G) ), then
the set { Jjo == h,J1,. .., jd} is a “system of parameters” for Fj (or, more precisely, for
the local ring 1/7’; ). A suggestive way to interpret all this is to think at quantization as

“adding one dimension (or deforming) in the direction of the quantization parameter i”:
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and here we stress the fact that this is to be done “in a regular way”.

Lemma 4.2. Let Fp € OQFA, and assume that Fh|h:0 18 reduced. Then:

(a) if p € F and WWp €I, (s,n €N), then ¢ € I, °;

(b) if y €I \Ip, then hly g hFy ;

() ()= (F).o (= 1:5)

(d) Let Char(k) = 0, and let U, € QrUEA. Let ' € Uy, and let x € Uy \ hUp,
n € N, be such that ' = h"x . Set T:=x mod hUy. Then 0(z) <n (hereafter O(Z) is
the degree of T w.r.t. the standard filtration of the universal enveloping algebra Uh‘h:o)’

Proof. (a) Set I := I, . Consider I*° (cf. Definition 1.4(b)) and the quotient Hopf algebra
Fy = Fh/IOO: then [ := Iz, = I/IOO. By Lemma 3.2(a), Fj, is again a QFA, having
the same specialization at A = 0 than Fj, and such that I>® := Iz = {0}. Now,
pell < pelI forall p € Fp, L € N, with ¢ := ¢+ I>® € Fj: thus it is enough
to make the proof for F;, i. e. we can assume from scratch that 1> = {0}. In particular
the natural map from F} to its I-adic completion ﬁ;\i is injective, as its kernel is 1°°.

Consider the embedding Fj — P/’;L: from the proof of Lemma 4.1 one easily sees that
It N Fn = I*, for all ¢ (because Fh/Ie = ﬁ;/ﬁ ): then, using the description of I' in
Lemma 4.1, ¢ € Fj, and h%p € I™ give at once ¢ € In—s N Er=1""7, qe.d.

(b) Let y € Iy, \IFHQ. Assume h~ly = hn for some n € Fy’ \ {0}. Since Fj’ :=
Un>o h_NIFh” we have n = h~ iy forsome N € N, , iy € IFhN . Then we have A~ly =
hn — R ~Nixn, whence AN~y = hixn: but the right-hand-side belongs to IFEN“, whilst
the left-hand-side cannot belong to I FhN 1 due to (a), because y & I th , a contradiction.

(c) Clearly F, C Fy’ implies (Fh)oo = ﬂ::i% A Fy, C ﬂ:{:& hFy' =: (F') . For

[o.@]
the converse inclusion, note that by definitions (Fh)oo is a two-sided ideal both inside

Fj, and inside Fj', and Fhv = (Fh/(Fh)oo)v = Fhv/(Fﬁ)oo, so we have also (Fhv>oo
mod (Fy), C (B’ [(F) ) =(Fn’) _, with Fyi=Fy /1. = Fy [ (F) . (a QFA, by
Lemma 3.2(a)). So, we prove that (7;1\/) ={0} for then (Fhv)oo - (Fh)oo will follow.

Let p: F, — 1/7; be the natural map fioom F}, to its I, —adic completion, whose kernel
is IFSO = (Fh)oo: this makes Fj, embed into l?’h, and gives Fhv C f’;v =U,>0 h—nIn
(notation of Lemma 4.1), whence (F;) - <I/7;\1 v> . Now, the description of Z/*:;L and I7

oo oo

in Lemma 4.1 yields that ﬁ; Y is contained in the h—adic completion of the R—subalgebra
of F(R) ®pr Fy generated by {h_ljb}bes (as in the proof of Lemma 4.1), which is a

polynomial algebra. But then F} is separated in the A-adic topology, i.e. (Fh > ={0}.

(d) (cf. [EK], Lemma 4.12) By hypothesis 6,41 (z') € AP 1U,®" D | whence 6,41 (z) €
RULEHY 5o 6,01(Z) = 0, ie. T € Ker ((5n+1: U(g) — U(g)®(n+1)), where g is the
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Lie bialgebra such that Uﬁ‘h:o = Uh/h Ur = U(g). But since Char(k) =0, the latter
kernel equals U(g), := {7 € U(g)|0(y) <n} (cf. [KT], §3.8), whence the claim. [

Proposition 4.3. Let Char(k) =0. Let Fj, € QFA. Then (Fp') = Fy.

Proof. Theorem 3.6 gives F} C (Fh\/)/, so we have to prove only the converse. Let
Fp = Fh/(Fh)oo; by Lemma 4.2(¢) we have (Fﬁv)oo = (Fp),, ; by Lemma 3.2(a) we have

— \V — /

(Fh) = Fhv/(Fh)oo = Fhv/(Fhv)oo , whence again by Lemma 3.2(a) we get ((Fh) ) =
<Fhv/(Fhv)oo>/ = (Fhv)//(Fhv)oo = (Fhv),/(Fh)oo. Thus, if the claim is true for Fy,
then Fh/(Fh)oo = Fp = ((Fh)v>/ = (Fhv)l/(Fh)oo, whence clearly (Fhv)/ = Fj.

Therefore it is enough to prove the claim for Fj: in other words, we can assume I =
(Fr)o = (Fhv)oo = {0} (see Lemma 4.2(c)). In the sequel, set I := I, .

Let o' € (Fhv)/ be given; since (Fj), = {0} there are n € N and zV € F,' \ h Fy,’
such that 2’ = "2V . By Theorem 3.7, F}’ is a QrUEA, with semiclassical limit U(g)
where the Lie bialgebra g is g = Iv/(hFhV N1Y), with IV :=hr'1.

Fix an ordered basis {bx},., of g over k, and fix also a subset {xX}/\eA of I, such
that 2y mod hF,’" =by for all A€ A: so xy = h= 'z, for some z, € J, for all \.

Lemma 4.2 (d) gives d := 8(Z) < n, so we can write 2V as a polynomial P({bx},c,) in
the by’s of degree d < n; hence zV = P({xX}AeA) mod AFy, so zV = P({x}\/})\e\) +
hxY,, for some mf/l] € FY. Now 2/ = h"zY = h”P({xX}/\GA) + Aty with

(1] (1]
th({x\A/},\eA) - hnp({hilxk}AeA) € by
because P has degree d < n; thus since Fj C (Fhv), (by Theorem 3.6) we get

vy =a' —h"P({x)}, ) € (FY)  and 2} = Ry = My

for some ny € N, ny > n, and some zy € FY \ h Fy'. Therefore, we can repeat this
construction with 7 instead of z’, ny instead of n, and xy instead of ", and so on.

Iterating, we eventually get an increasing sequence {ns}s N of natural numbers and a

sequence {PS ({XA},\GA)} . of polynomials such that the degree of Ps({Xa},c,) is at
EIS
most ng, for all s € N, and 2’ =) h”SPS({:I;X}/\GA) )

How should we look at the latter formal series? By construction, each one of the
summands A" P ({xX}AeA) belongs to F}: more precisely, h"s P; ({xX}AeA) € I for
all s € N; this means that ) _ g h”SPs({xX}AGA) is a well-defined element of }/7\’5, the
I, —adic completion of Fj, and the formal expression 2’ = ) h”SPs({xX} A€ A) is an
identity in ﬁ So we find z’ € (Fhv)/ ﬂﬁ Now, consider the embedding u: Fy — ﬁi
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and the specialization map m: F — F}, = F[G]: like in the proof of Lemma 4.1, 7

|z
extends by continuity to 7 : Fj —» P{[C\J] = F[[G]]: then one easily checks that the map
/‘}h:o: F[G] = Fh|h:0 — ﬁi‘h:o = F[[G]] is injective too. Since Ker(w) = h F} and
Ker () = h Fy, this implies Fy (| hFp = A Fy,, whence Fj (Rt Fy, = h'Fy, for all £ € N.
Getting back to our 2’ € (Fhv)/ ﬂl/?;, we have 2/ = h~ "y for some n € N and y € Fy;
thus, we conclude that y = k"2’ € Fy, (" Fy = h"Fy, so that 2’ € Fy, qed. O

Proposition 4.4. Let HH K€HA, and ( , ):H x K —— R a Hopf pairing. Then

(a) HY C (K’). and K' C (Hv). (and viceversa). Therefore, the above pairing
induces a Hopf pairing ( , }: H'x K' —— R.

(b) If in addition the pairing H x K — R and its specialization H‘h:o X K’h:o — k
at h =0 are both perfect, and K = H®, then we have also K' = (HV). .

(¢) Similar results hold for B, € B and ( , ):B x 2 —— R a bialgebra pairing
(i.e. a pairing with the properties of Definition 1.2(a) but the one about the antipode).

Proof. (a) The Hopf pairing Hrp x K — F(R) given by scalar extension clearly restricts
to a similar Hopf pairing HY x K’ — F(R): we must prove this takes values in R.
Let I =1,,s0 H' =) 2 h"I" (cf. §2.1). Pick ¢1, ..., c, €I, y € K': then

n=0

(e y) = (@ i A"W) = (@lacis Docqs,..e®)) =

= Z\Ifg{l,,n}< ®7,n:1 Ci, 5\I/(y)> = Z\Ilg{l,...,n}< Riew C; , 5|‘1,|(y)> . HJ€@<C] , 1> c
= Z\DQ{LH.,n}hn_l\PlR -WY'R=h"R.

The outcome is <I",K’> C h"R, whence <h”[”,K’> C R, for all n € N; since
HY = h ™™, we get HY C (K’). and K’ C (HV).: then it follows also that the
restricted pairing HY x K’ —— F(R) does take values in R, as claimed.

(b) We revert the previous argument to show that (H V)’ C K.

Let ¢ € (HY)": then (A™°I% ¢) € R so (I% 1) € h°R, for all s. For s=0 we get
(H,¢) € R, thus ¢ € H*=K andso 6,(¢) € K®" foralln. If n €N, iy,...,i, €1,

( @k=1in, On(¥)) = Z\Irg{L...,n}(—l)n_‘\Pl (Teewir V) - Tleguelin) €
€ Z\Pg{l,l..,n}<1|qj‘7w> IR C S h®-R"°R=n"R

therefore (I®™, 6,(¢)) C h"R. Now, H splits as H =R -1, ® J,;, with J,:= Ker (e,);
then H®" splits into direct sum of J,©™ plus other direct summands which are tensor
products with at least one tensor factor R-1; . As Jx:= Ker (ex) = {y eK ’ (14,y) =0 },
we have (H®", j®) = (J,%", j®) for j© € J®". Now §,(¢) € J®": this and the
previous analysis together give (H®", §,(¢)) C <IH®”, on(¢)) Ch" R, for all n € N.
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Now, H® = K implies (H®”). = K®" for the induced pairing H®" x K®" — R.
On the other hand, <H®”, (5n(¢)> CA"R (for all n) gives h="d,(¢) € (H®”). = K®",
that is 0, (¢) € " K®™ for all n € N, whence finally ¢ € K’ q.e.d.

(c¢) We don’t need antipode to prove (a) and (b): the like arguments prove (¢) too. [

Proposition 4.5. Let Char(k) =0. Let Uy € QriUEA. Then (Uh’ )v =Up.

Proof. First, let Uy, := Up, / (Uh)oo , and assume the claim holds for Up: then repeated

applications of Lemma 3.2(a) give Uh/<Uh)oo = Uy = ((Uh)/>v = (Uh’)v/(Uh)Oo,
whence (U n )v = Uy, follows at once; therefore we are left to prove the claim for Up, , which
means we may assume (Uh)oo = {0} . In order to simplify notation, we set H := Uy,.

Our purpose now is essentially to resort to a similar result which holds for quantum
groups “a la Drinfeld”: so we mimic the procedure followed in [Gad] (in particular Propo-
sition 3.7 therein), noting in addition that in the present case we can get rid of the hy-
potheses dim(g) < +oo (with U(g) = U, /hUy ), as one can check getting through the
entire procedure developed in [Gad] in light of [loc. cit.], §3.9.

Let H be the h-adic completion of H: this is a separated complete topological R-
module, R being the hA—adic completion of R, and a topological Hopf algebra, whose co-
product takes values into HRH:=H®H , the i-adic completion of H®H (indeed, H is
a quantized universal enveloping algebra in the sense of Drinfeld). As H., = {0}, the nat-
ural map H — H embeds H as a (topological) Hopf R—subalgebra of H. Then we set also
H = {ne H | 6n(n) € hnH®n } and (I:T’)X =U, >0 P " Ip" <§ Q(ﬁ) ®@p ﬁ), where
Iy := Ker (e )+h-H' (as in §1.3), and we let (I:T’)v be the h-adic completion of (I:T’)X .

Now consider K := H* = Homyp, (I;T, E) , the dual of H: thisisa topological Hopf R-
algebra, w.r.t. the weak topology, in natural perfect Hopf pairing with H: in Drinfeld’s ter-
minology, it is a quantized formal series Hopf algebra. We define K := Yoo MR <§

Q(ﬁ) ®@p f(), where Jy := Ker(ey) (as in §1.3) and we let KV be the hi-adic completion

of K ¥, and we define (}A{ V)/ in the obvious way. With much the same arguments used for
Proposition 4.3, one proves that (IA( V)/ = K. Like in [Gad], one proves — with much the
same arguments as for Proposition 4.4 — that H’ = (IA( V). and KV C (ﬁ ! ). : moreover,
one has also H = K *, whence one argues KV = (I;T ! ).. Using this and the equality
(I?V)/ — K one proves (ﬁ’)v — H as well (see [Gad] for details).

Now, definitions imply ﬁ/h”ﬁ = H/h”H for all n € N: thus h”ﬁﬂH = h"H,
and similarly h”ﬁlmﬂHW = K" H®*, for all n, £ € N, whence I/-\I’ﬂH = H' follows
at once; this easily implies Iy, (VH = Iy as well. By construction H is dense inside H
w.r.t. the A—adic topology; then H’ is dense inside H' w.r.t. the topology induced on the
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latter by the h-adic topology of H. Now, the description of H’ in [Gad], §3.5 (which can
be given also when dim(g) = +00), tells us that H'(\h"H = I}, ; then we argue that H'’

is dense within H' w.r.t. the I'y,—adic topology of H'. This together with Iy, NH = Iy
implies, by a standard argument, that I ;;, NH =1, forall neN.

Finally, take n € H \ h H. We can show that there exists an 1’ € g@ (notation of
o) +1

’

Lemma 4.2(d)) such that 5’ = h9My + 7'y for some 7/, € I
in [Ga4], §3.5 (noting again that we can drop the assumption dim(g) < +o0): roughly,

, just proceeding like

we consider any basis of H ‘h:o = H ‘h:o containing 7, we look at the dual basis inside
K ‘h:o and lift it to a topological basis of K, then rescale the latter — dividing out each
element by the proper power of i — to sort a topological basis of KV: the dual basis of H’
will contain an element 7’ as required. But then A%Mn =/ — ny el afm NH =1,
thanks to the previous analysis: therefore n = h=9 . Ry € R0 90 C (H' )v . The

outcome is H C (H ! )V , whilst the reverse inclusion follows from Theorem 3.6. [

Corollary 4.6. Let Char(k) =0. Let U, € QrUEA. Then (Uh/)F = Un)p -

Proof. Definitions give HY» = Hp for all H € HA. Therefore, since U = (Uh')v by
Proposition 4.5, we have (Uh’)F = ((Uh')\/)F =(Un)p, qed. O

Remark: it is worth noticing that, while HYr = Hp for all H € HA, we have not
in general H'r = Hp; in particular, example exist of non-trivial H € HA such that
H =R-1y, sothat H'p = F(R)-1,; & H. These cases also yield counterexamples to
Proposition 4.5, namely some H € H.A for which (H’ )v CH.

Theorem 4.7. Let Fy[G] € QFA (notation of Remark 1.5) such that Fh[GHh:o is re-
duced. Then Fh[G]v’

h—o U8 @ universal enveloping algebra, namely

FplG]Y

= El6)Y [hR6)Y = U(e)

where g* is the cotangent Lie bialgebra of G (cf. §1.1).

Proof. Set for simplicity Fy, := F3[G], Fy := Fy/hF, = F[G], and F,’ = F[G]",
Fy’' := Fy’ /hFy’. By Theorem 3.7, Fj," is a QrUEA, so Fy' = Fy’|,_,
universal enveloping algebra u(t) of some restricted Lie bialgebra . Our purpose is to
prove that: first, Fy” = u(k) = U(h) for some Lie bialgebra b; second, b = g*.

Once again we can reduce to the case when F} is separated w.r.t. the h—adic topol-
ogy. Indeed, we have <Fh)oo = (Fhv)oo by Lemma 4.2(c); then Fj’ := Fhv/(FhV)OO =
Fn' [ (Fr) = (Fn )v by Lemma 3.2(a) (taking notation from there), and so Fj’
Y| =(F)

Wl = ),

enough to prove the claim for Fj, which means that we can assume that (Fh)oo = {0}.

is the restricted

h=0
, where the first identity follows from Lemma 3.2(b). Therefore it is
0
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Like in Lemma 4.1, let I := I, , and let 1/7; be the [-adic completion of Fy. By
assumption 1> = (F h)oo — {0}, hence the natural map Fj —— Fj, is a monomorphism.

Consider J := Ker (e: Fy, — R), and let JY := h~'J C F3’. As in the proof of
Lemma 4.1, let {y»},.s be a k-basis of JO/J02 = Q(F[G)), where Jy := Ker (epe)) =
m, and pull it back to a subset {ji},.s of J. Using notation of Lemma 4.1, we have
I/l > f;/l/”E for all n € N; then from the description of the various It (¢ € N)
given there we see that I™ / I™*! is a k—vector space with basis the set of (cosets of) ordered
monomials { A%j€ mod I"*! | ¢y € N,e € N$, eo+le| =n} where |e] := >, cse(D).
As a consequence, and noting that A~ "I"*! = k. A=D1 =0 mod A Fy’, we argue
that A~"I" mod hF}’ is spanned over k by {777‘9']'g mod h Fj’ ‘ e € N‘?, le] < n}:
we claim this set is in fact a basis of A~"I" mod % F}” . Indeed, if not we find a non-trivial
linear combination of the elements of this set which is zero: multiplying by A" this gives an
element v, € I\ I"*1 such that A=y, =0 mod hFy' : then there is ¢ € N such that
h "y, € h-h=*I%, so h'y, = K'T"I* C I'T"+: but then Lemma 4.2(a) yields 7, € 1",
a contradiction! The outcome is that {h_@ j€ mod hFy’ ‘ e e N‘? } is a k-basis of Fy’.

Now let jy := hljg forall B € S. Since j,j,—Juju € BJ, forany u,v € S, we can
write J, ju — Ju Ju = hZﬁeS cgjg + h?y1 + By for some cg € R,y € J and v, € J2,
whence 57,5 =4 3 =iy vl = dges iy tnth v =3 5c5¢55y mod J+JVJ:
but J+JYJ = h(JY +JYJY) C hEy', so [5Y,5)] = > pesCpiy mod h Fy’ which
shows that b := JY mod hF}’ is a Lie subalgebra of Fy’. By the previous analysis Fp”
has the k—basis {( ¥ V)Q mod A Fy’ } ee€ N‘? } , hence the Poincaré-Birkhoff-Witt theorem
tells us that Fy” = U(h) as associative algebras. On the other hand, we saw in the proof
of Theorem 3.7 that A(jY) = ;¥ @ 1+1® ;¥ mod h(FY)®* for all j¥ € JV, which
gives A(j)=j®1+1®j forall j€b, whence FyY = U(h) as Hopf algebras too.

Now for the second step. The specialization map 7V: ' —» Fy' = U(h) restricts to
pi YV s b= IV mod REY = JY [IVO(REY) = Y [(J+V ), for JV(RFY) =
JV N h .2 = Jy + JVJ, by Lemma 4.2(b). Moreover, multiplication by A~! yields
an R-module isomorphism g : Ji»JV. Let p: Jy — JO/JO2 =: g* be the natural
projection map, and v: g* —— Jy a section of p. The specialization map =: F — Fj
restricts to w’: J —» J/(JﬂhFh) = Jh/th = Jo: we fix a section v: Jy — J of 7’

Consider the composition map o := nopuo~vyorv:g* —— h. This is well-defined,
i.e. it is independent of the choice of v and ~. Indeed, if v,v: g* «—— Jy are two
sections of p, and o, o’ are defined correspondingly (with the same fixed  for both), then
Im(v—v') C Ker(p) = Ji* € Ker(nopon), sothat ¢ =nopoyov=mnopoyor =o',
Similarly, if v,~": Jo — Ji are two sections of 7, and o, ¢’ are defined correspondingly
(with the same v for both), we have Im(y — ') C Ker(n') = hJ = Ker(n o u), thus
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og=nopoyov=nopuovy ov=c', qed. In anutshell, o is the composition map
gXCL»JO/JOQCL)J/(J2+7:LJ)CL»JV/(J+JVJ)<L»[)

where the maps v, 7, i, 1, are the ones canonically induced by v, v, i, n, and v, resp. 7,
does not depend on the choice of v, resp. 7, as it is the inverse of the isomorphism
p: Jo/Jozi»gX, resp. w: J/(J2 + hJ)‘i»Jo/J(f, induced by p, resp. by «’. We
use this remark to show that ¢ is also an isomorphism of the Lie bialgebra structure.

Using the vector space isomorphism o: g* ih we pull-back the Lie bialgebra struc-
ture of h onto g*, and denote it by (gx,[ s s 5.); on the other hand, g~ also carries its
natural structure of Lie bialgebra, dual to that of g (e.g., the Lie bracket is induced by
restriction of the Poisson bracket of F[G]), denoted by (g*,[ , ],,0x): we must prove
that these two structures coincide.

First, for all =1, xo € g* we have [.’L‘l,l‘g}. = [acl,xg] "

Indeed, let f; :=v(z;), i =7(fi), ¢f == ple:i), yi :=n(py) (i=1,2). Then

[x17332]. = U_1<[U(x1)70(372)]b> o ([yl yz]) (pon"ou_l)<[gplv,gp¥}> =
(pow)( o1, 02 ) = P({f1,f2}) =: [$1,$2}X , q.e.d.

The case of Lie cobrackets can be treated similarly; but since they take values in tensor
squares, we make use of suitable maps vg = v®2, g := 7®2, etc.; we also make use of
notation xg:= Ngo e = (no u)®2 and V:=A — A°P,

Now, for all x € g* we have do(x) = dx ().

Indeed, let f:=v(z), ¢ :=7(f), ¢ :=ulp), y :=n(¢"). Then we have

do(2) i= 05~ (dy(0(2))) = 0w " (dp(n(#"))) = 0@71(77@ (h’lv(wv))> =
=057 ((no1) o (V(¥) = 05 ((10107) o (V(F) = pe(V(F) = pa(T(0()) = 8x(x)

where the last equality holds because dx (x) is uniquely defined as the unique element in
g~ ® g* such that <u1 ® Uus , (5><(:1:)> = <[u1,u2] , :1;> for all uy,us €g, and we have

<[u1,U,2], CC> = <[u1?u2]7 p(f)> = <U’1 ®UQ,V(f)> = <u1 @ u2 ,p®<V(V($)))> U

4.8 Interlude: quantizations of pointed Poisson manifolds and of their linear
approximation. The proof of Theorem 4.7 in fact leads to a more general result; to
mention it, we need some more terminology.

Namely, among algebraic k—varieties let us consider the pointed Poisson varieties, de-

fined to be pairs (M, m) where M is a Poisson variety and m € M is a point of M where
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the rank of the Poisson bivector is zero: in other words, {m} is a symplectic leaf of M . A
morphism of pointed Poisson varieties (M, m) and (N, n) is any Poisson map ¢ : M — N
such that ¢(m) = n. Clearly this defines a subcategory of the category of all Poisson vari-
eties, whose morphisms are those morphisms of Poisson varieties which map distinguished
points into distinguished points. In terms of their function algebras, any pointed Poisson
variety M is given by the datum (F (M ],mm) where m,;, is the defining ideal of m € M .

By assumptions, the Poisson bracket of F[M] restricts to a Lie bracket onto m : from
this the quotient space Ly; := my, / m?2 (the cotangent space to M at 1) inherits a Lie
algebra structure too, the so-called “linear approximation of M at m” (see e.g. [We], §4).
In the following we also call it the cotangent Lie algebra of (M, m), or simply of M .

Natural examples of pointed Poisson varieties are the coisotropic Poisson homogeneous
spaces, also called Poisson quotients, i.e. those Poisson homogeneous spaces of the form
G / H, where G is a Poisson group and H is a (closed) coisotropic subgroup, where
coisotropic means that the ideal I(H) in F[G] of all functions vanishing on H is a Poisson
subalgebra of F[G]. The distinguished point is the coset eH of the unit element e € G .

Another special class is given by the category of Poisson monoids (=unital Poisson
semigroups): each one of them is naturally pointed by its unit element. If (M, m) = (A, e)
is any Poisson monoid, then F[A] is a bialgebra (and conversely), and £, has a natural
structure of Lie bialgebra — the cotangent Lie bialgebra of A — the Lie cobracket being
induced by the coproduct of F[A], hence (dually) by the multiplication in A. It follows
then that U(L,) is a co-Poisson Hopf algebra. When in particular the monoid A is a
Poisson group G we have A = g*.

We call quantization of a pointed Poisson variety (M,m) any A € A" such that A| -
F[M] as Poisson k-algebras, and if 7 : A — A‘h:o >~ F[M] is the specialisation map
(h+ 0), then Ker(moeg, )= mgy; in this case we write A = Fy[M]. For any such
object we set Jy := Ker(¢,,) and Iy := Jy + hA. A morphism of quantizations of
Poisson varieties is any morphism ¢ : F[M] — F;[N] in AT such that ¢(Ja) C Jy -
Quantizations of pointed Poisson varieties and their morphisms form a subcategory of A™ .

A quick check throughout the proof of Theorem 4.7 (and of Theorem 3.7 for the last
part of the claim) then shows that the same arguments also prove the following;:

Theorem 4.9. Let Fi[M] € AT be a quantization of a pointed Poisson manifold (M,m)
(as above) such that Fh[MHﬁ:O is reduced. Then Fy[M
algebra, namely

v . . .
] ’h—o 18 a universal enveloping

Fh[M]V‘ = FE[M]V/FLFE[M]V — U(Lw)

h=

(notation of §4.8). If in addition M is a Poisson monoid and Fy[M] is a quantization of
F[M] in B, then the last identification above is one of Hopf algebras. [
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Theorem 4.10. Let Char(k) =0. Let Uh( ) € Q'I’Z/lé’A (notation of Remark 1.5). Then
Un(e)'|, J(9)' /B Un(g) = F[G"]

where G* is a connected algebmzc Pozsson group dual to G (as in §1.1).

Proof. Due to Theorem 3.8, Up(g)’ is a QFA, with Uh(g)/ﬂ F[H] for some connected
algebraic Poisson group H ; in addition we know by assumption that F[H] is reduced: we
have to show that H is a group of type G* as in the claim.
Applying Theorem 4.7 to the QFA Up(g)’ yields (Uh(g)')vﬂ U(h*). Since Propo-
sition 4.5 gives Up(g) = (Uh(g)/)v, we have then
Ule) Un(e) = (Un(g)) ——"= U (1)
so that h* =g: thus h:= (bx)* =g, whence H =G*, q.e.d. [

Theorem 4.11. Let Char(k) = 0. Consider Fy, € QFA, Uy € QrUEA, and a perfect
Hopf pairing { , ):Fn x U, —— R such that Fy = U® and Up = Fy*. Then

Uh/ = (Fh\/). and Fhv = (Uh/).
Proof. First of all notice that the assumptions imply that the specialized Hopf pairing

Fh‘h:o X Uh}h:O .
addition Fy’ C (U h') by Proposition 4.4(a), and we have to prove the reverse inclusion.

— k is perfect as well: then Proposition 4.4(b) gives Uy’ = (Fhv). . In

Let ¢ € (Uh’).; in particular, we can choose ¢ such that <g0,Uh'> = R. Since
(Uh'). C F(R)®r Fy, = F(R) ®g Fy’, there exists ¢ € R\ {0} such that ¢, :=cyp €
Fp/ \hFy" : it follows that (¢4 ,Us') =cR. If F, = F[G], U = Uy(g) , then Theorems
4.7-8 give F}, }h o = U(g*) and Uhl‘h:o = F[G*]. Thus there is 77 € F[G*]| such that
<90+|n:0 ,7) =1, hence there is n € Uy (a lift of 77) such that (¢;,n) =1+ hx for
some Kk € R; but <<p+,fr)> € ¢ R by construction, hence ¢ divides (1 + Ak) in R.

As o, € Y = Unen 27" 1;; we have o = h7"pg for some n € N and ¢y € II;;;
therefore <g00,Uh’> = ch”R. On the other hand, since Uy = (Uh/)v (by Proposition
4.5) each y € Uy can be written as y = h~%y for some ¢ € N and 3y’ € Uy'; then
<gpo,y> = ch"_£<<,0,y’> € RN ch" ‘R because <g00,y> € R and <go,y’> € R. Now,
if " *{p,y’) ¢ R then n— (¢ < 0 and so & divides c¢. Since ¢ divides (1 + hx) we
get an absurd, unless c is invertible in R: hence ¢ = ¢ 'y, € F}’, q.e.d. Otherwise,
we have always h”*€<g0,y’> € R, which means <900,y> € cR for all y € Uy; thus
c Yoy € Up® = Fy,. Now consider the I r,—adic completion ﬁ; of F}: the kernel of the
natural map p: F —— I is Iy = (Fn), (because Fj € QFA), and the latter is zero
because it is contained in the tr1v1a,l left radical of the perfect palrmg between F] h A and Up;
therefore Fj embeds into Fh via p. We have ¢~ 900 € Fy C Fh and g € I - ] : then

from Lemma 4.1 (a)—(b) we argue that ¢ 1pq € IFh , hence finally ¢ 1¢pg € IFh ﬂFh = Ip,
thanks to Lemma 4.1(d). The outcome is ¢ = ¢~ h "¢ € h_”Ibf; CFY, qed O
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At last, we can gather our partial results to prove the main Theorem:

Proof of Theorem 2.2. Part (a) is proved by patching together Proposition 3.3, Proposi-

tion 3.5 and Theorems 3.6-8. Now recall that if Char(k) = 0 every commutative Hopf

k—algebra is reduced; then part (b) follows from Theorem 3.6 and Propositions 4.3 and 4.5.

Part (c) is proved by Theorems 4.7-8, whereas Theorem 4.11 proves part (d). Finally, as-

sume Char(k) =0 and consider H € HAp: if Hy € QFA (w.r.t. a fixed prime h € R)

is an R-integer form of H, then H (\3‘) is an integer form too — by the very definitions —

and it is a QrUEA (at /), by Proposition 3.3; conversely, if H,) € QrUEA (w.r.t. a fixed
/

prime A € R) is an R—integer form of H, then also H (1) is an integer form — by Corollary
4.6 — and it is a QFA (again at &), by Proposition 3.5; this proves part (e). O

§ 5 Application to trivial deformations: the Crystal Duality Principle

5.1 Trivial deformations and GQDP. In this section, we apply the GQDP to
the framework of trivial deformations of Hopf algebras over a field. In particular, we
consider more closely some key examples: function algebras over algebraic groups, universal
enveloping algebras of Lie algebras, and group algebras of abstract groups. The outcome
seems to be of special interest in its own, as a chapter of classical — rather than “quantum”
— Hopf algebra theory, and we propose it as a new tool for specialists in that matter.

To be short we perform our analysis for Hopf algebras only: however, as Drinfeld’s func-
tors are defined not only for Hopf algebras but for augmented algebras and coaugmented
coalgebras too, we might do the same study for them as well (indeed, we do it in [Gab]).

Let us now be more precise. Let H. Ay be the category of all Hopf algebras over the field
k. For all n € N, let J" := (Ker(e: H— k))n and D,, := Ker (5n+1: H — H®”),
and set J := {J”}RGN, D = {Dn}nEN' Of course J is a decreasing filtration of
H (maybe with [1,~,J™ 2 {0}), and D is an increasing filtration of H (maybe with
U,n>o Dn & H ), by coassociativity of the d,,’s.

Let R = k[%] be the polynomial ring in the indeterminate A: then R is a PID (=
principal ideal domain), and % is a non-zero prime in R such that R / h R is the field k. Let
Hy := H[h] = R ®g H, the scalar extension of H : this is the trivial deformation of H .
Clearly Hp, is a torsion free Hopf algebra over R, hence one can apply Drinfeld’s functors
to it; in this section we do it with respect to the element h itself. We shall see that the
outcome is quite neat, and can be expressed purely in terms of Hopf algebras in HA :
because of the special relation between some features of H — namely, the filtrations J
and D — and some properties of Drinfeld’s functors, we call this result “Crystal Duality
Principle”, in that it is obtained through sort of a “crystallization” process. Here we bear

in mind, in a sense, Kashiwara’s motivation for the terminology “crystal bases” in the
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context of quantum groups: see [CP], §14.1, and references therein. Indeed, this theorem
can also be proved almost entirely using only classical Hopf algebraic methods within H.Ay,
i.e. without resorting to deformations: this is accomplished in [Ga5].

Note that the same analysis and results (with only a bit more annoying details to take
care of) still hold if we take as R any domain which is also a k-algebra and as h any
clement in R\ {0} such that R/hR = k; for instance, one can take R = k[[h]] and
h:=h,or R= k[q, q_l} and h := ¢ — 1. Finally, in the sequel to be short we perform
our analysis for Hopf algebras only: however, as Drinfeld’s functors are defined not only
for Hopf algebras but for augmented algebras and coaugmented coalgebras too, we might
do the same study for them as well. In particular, the final result (the Crystal Duality
Principle) has a stronger version which concerns these more general objects too (see [Gab]).

We first discuss the general situation (§§5.2-4), second we look at the case of func-
tion algebras and enveloping algebras (§§5.6-7), then we state and prove the theorem of
Crystal Duality Principle and eventually (§55.12-13) we dwell upon two other interesting
applications: hyperalgebras, and group algebras and their duals.

Lemma 5.2.
Hy =3 S R-A"J"=R-J+R-F' I+ +R-A"J" + - (5.1)
Hy =%, R-W"D,=R-Dy+R-hDi+---+R-h"D,, +--- (5.2)
Proof. As for (5.1), we have Jg, = R-J, whence Hy := Y A "J" =3  h"J".
On the other hand, one has trivially Hy' O 3720 R- KD, . Conversely, let_n € Hy :
then n = >, ¢y for some ¢, € R and 0, € H; in addition, we can assume the n;’s
enjoy the following: m1, ..., mk, € Doy \ Dey—15 Mhyt1s -+ My € Doy \ Doy—1y ooy M1,
oy M, € Dy, \ Dyg,—1 for some k;, £;,t € N with k; < ky < --- < k¢, they are linearly
independent over k, and moreover ng,y1, ..., Nk,,, belong to a vector subspace W; of
H such that W; (D, = {0}, for all i. By the assumptions on R, for any k there is
a unique vy € N such that ¢, € h**R\ h**T1R; then for all n € N we have ¢, = 0
mod A"R when vy > n and ¢ = Zn_l o™ 15 mod h"R, for some ¥ ¢ k with

S=Vg

aq(jz) # 0, when vy <n. Then »  _. Sl a s On(Mk) = 6n(n) = 0 mod A" and

S=Vk

Sn(ny) € HO™ € Hp®™ \ h Hi®" imply — since Hh®"/h”Hh®" = (R/(hnR)> Ry H®" =

<k[x]/(x”)> @k H®" — that Y _ -~ al(,]i)csn(nk) =0, where v_ := mkin {vr}, hence

Zn>vk:v_ aq(,k_) Nk € Ker(6,) =: D,_1: since all coefficients aq(,k_) in this sum are non-zero,

by our assumptions on the ny’s this forces n, € Ker(d,) =: D,_1, for all k such that
vk = v— . The outcome is: vy <n = ni € D,y (for all k, n), whence we get n, € D,,
for all k, so that =, crmr € S.020 R-h*Dy, qed. O

5.3 Rees Hopf algebras and their specializations. We need some more terminol-
ogy. Let M be a module over a commutative unitary ring R, and let
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M = {MZ}ZGZ — <"'CM—m§"'§M—1QMongg'“gMnQ'“>

be a bi-infinite filtration of M by submodules M, (z € Z). In particular, we consider
increasing filtrations (i.e., those with M, = {0} for all z < 0) and decreasing filtrations
(those with M, = {0} for all z > 0) as special cases of bi-infinite filtrations. First we
define the associated blowing module to be the R—submodule By (M) of M [¢t,t~!] (where
t is any indeterminate) given by Bas (M) := > ., t* M. ; this is isomorphic to the first
graded module? associated to M, namely @D.cz M. . Second, we define the associated Rees
module to be the R[t]-submodule RY, (M) of M[t,t™!] generated by Bas(M); straight-
forward computations then give R-module isomorphisms

Ri (M) [(E = 1)RY, (M) = UM., Ry (M)/tRy (M) = Gu(M)
2€Z

where Gy (M) == Do, Mz/Mz_l is the second graded module associated to M . In

other words, RY,(M) is an R[t]-module which specializes to |J,., M. for t = 1 and

specializes to G&(M) for t = 0; therefore the R-modules |J,., M. and Gy (M) can be

seen as l-parameter (polynomial) deformations of each other via the 1-parameter family

of R-modules given by RY,(M).

We can repeat this construction within the category of algebras, coalgebras, bialgebras
or Hopf algebras over R with a filtration in the proper sense (by subalgebras, subcoalgebras,
etc.): then we’ll end up with corresponding objects By (M), RY, (M), ete. of the like type
(algebras, coalgebras, etc.). In particular we’ll cope with Rees ﬁopf algebras.

5.4 Drinfeld’s functors on H; and filtrations on H. Lemma 5.2 sets a link
between properties of Hy', resp. of Hy', and properties of the filtration D, resp. J, of H .

First, formula (5.1) together with the fact that Hj’ € H.A implies that J is a Hopf
algebra filtration of H ; conversely, if one proves that J is a Hopf algebra filtration of H
(which is straightforward) then from (5.1) we get a one-line direct proof that Hj' € HA.
Second, we can look at J as a bi-infinite filtration by reversing the index notation and then
extending it trivially on the positive indices, namely

J = (...gJ”g...J2ngJO(:H)gHg...gHg...);

then the Rees Hopf algebra RZ(H) is defined (see §5.3). Now (5.1) give Hj' = RZ(H),
SO Hhv/hHhv =~ RZ(H)/TLRZ(H) >~ Gy(H). Thus G;(H) is cocommutative because

HyY / hHy ' is; conversely, we get an easy proof of the cocommutativity of Hp" / hHpy’

2Hereafter, I pick such terminology from Serge Lang’s textbook “Algebra”.
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once we prove that G (H) is cocommutative, which is straightforward. Finally, G;(H)
is generated by Q(H) = J/J? whose elements are primitive, so a fortiori Gy(H) is
generated by its primitive elements; then the latter holds for Hp’ / hHy' as well. To sum
up, as Hp' € QriUEA we argue that G;(H) = U(g) for some restricted Lie bialgebra g;
conversely, we can get Hy' € QridEA directly from the properties of the filtration J of
H. Moreover, since G;(H) =U(g) is graded, g as a restricted Lie algebra is graded too.

On the other hand, it is straightforward to see that (5.2) together with the fact that
Hp' € HA implies that D is a Hopf algebra filtration of H ; conversely, if one proves that
D is a Hopf algebra filtration of H (as we did in Lemma 3.4(¢)) then from (5.2) we get
an easy direct proof that Hj' € HA. Second, we can look at D as a bi-infinite filtration
by extending it trivially on the negative indices, namely

D= (- C{O}C {0} C ({0} =)Dy CDIC--CDuCoe)

then the Rees Hopf algebra Rh ) is defined (see §5.3). Now (5.2) gives Hy' = RhQ (H);
but then Hp /hHh' = /th ~ Gp(H). Thus Gp(H) is commutative

because Hp' / hHp' is; or, Conversely, we get an easy proof of the commutativity of

Hh//hHh' once we prove that Gp(H) is commutative, as we did in Lemma 3.4(c).
Finally, Gp(H) is graded with 1-dimensional 0-component — by construction — hence
it has no non-trivial idempotents; therefore the latter is true for Hp’ / hHy' as well. Note
also that Iy,s = {0} by construction (because Hj is free over R). To sum up, since

Hy' € QFA we get that Gp(H) = F[G] for some connected algebraic Poisson group G ;
conversely, we can argue that Hy' € QFA directly from the properties of the filtration D .

In addition, since Gp(H) = F[G] is graded, when Char (k) = 0 the (pro)affine variety
G(ay of closed points of G is a (pro)affine space?, that is Gey = AEI = k? for some
index set Z, and so F[G] =k[{z;},c] is a polynomial algebra.

Finally, when p := Char(k) > 0 the group G has dimension 0 and height 1: indeed, we
can see this as a consequence of the last part of Theorem 3.8 via the identity Hj, / hH =
Gp(H), or conversely we can prove that part of Theorem 3.8 via this identity by observing
that G has those properties. In fact, we must show that n” = 0 for each n € H:=G p(G):
letting n € Hj, be any lift of 7 in H;,, we have n € D, for some ¢ € N, hence d¢4+1(z) =0.
From A*'(n) =Y co1. o1y 0a(n) (cf. §2.1) and the multiplicativity of A“*! we have

.....

3For it is a cone — since H is graded — without vertex — since G(Cl), being a group, is smooth.
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p

AEH(WP) = (AHI(??))p = (ZAQ{1,...,£+1}5A(77)> € ZAg{1,...,e+1} 5A("7)p +

+ Zel,...,ep<p <€1;']'7~76p Hi:l 6Ak (77)% +

e1tep=p

+ Yo

>A1,...,Apg{1,...,e+1}

. -1
wCql,..., 4+1}J‘I’(JH’®]€) + (ad[,}(D(é)))p (D(é))

|| =k

(since da(n) € jA<JH/®|AI> for all A C {1,...,£+41}) where D) = 5> £®iJ;11DSk

k Sk=

1
and (ad; (D))" (D) == [ D, [Py - -+ [Dwy: [Deys Dy ] -+ ]] - Then

J/

p
5P = (ida — AT ) € o) + 2, (7))

.....

€1,..,€p

Now, 6“t1(n)” =0 by construction, and ( P ) (with ey, ..., e, < p) is a multiple of

p, hence it is zero because p = Char(k); therefore we end up with

ber(n) € (idw =% ((ad( (D))" (D)) -

Now, by Lemma 3.4 we have Dy, - Ds, C Ds,45, and [Dsi,Dsj} C D(s;4s;)-1; these

together with Leibniz’ rule imply that (ad| ](D(g)))p_l(D(g)) Ceo X @ID,, ;

s Te=pl+1—p
moreover, since Dy = Ker(61) = Ker (id — €) we have

(idy — )" ((ad; (D))" (D)) € Se @111 Dy, -

cTt=pl+1—p

In particular, in the last term above we have D, C Dq,_1y¢41—p := Ker (0(p—1)e42—p) €
Ker (6(p—1y¢): therefore, using the coassociativity of the maps d,’s, we get

5p€(n) = ((5(p—1)£ & 1d€) © 6€+1)(77) - P Z 6(p—1)£(DT1) & DTz Q- ® DT[-H =0

+ re=pfl—1

i.e. dp¢(n) = 0. This means n € D,¢_1, whereas, on the other hand, n? € D C D,y:
then 77 1= 7P = 0 € Dy / Dpe—1 € Gp(H), by the definition of the product in Gp(H).
Finally, by general theory since G has dimension 0 and height 1 the function algebra F[G] =
Gp(H) = H,’i/hH,’i is truncated polynomial, namely F[G] = k[{xi}iez]/({xip}iez) .
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5.5 Special fibers of H +/ and H; and deformations. Given H € HA , consider
Hj . our goal is to study HpY and Hy' .

As for Hp', the natural map from H to H:= Gy(H) = Hhv/hHhv = Hy}’ sends

h=0
J* = N0 J " to zero, by definition; also, letting H := H/JOo (which is a Hopf

algebra quotient of H because J is a Hopf algebra filtration), we have H = HY. Thus

(HY),' T HY = H = U(g—) for some graded restricted Lie bialgebra g_. On the
=0

other hand, (HV),’ T (Hv)h\//(h ~ 1) (HY), =3, 507 = HY (see §5.3). Thus
-1 >

we can see (HV), = R (HY) as a 1-parameter family inside H.Ay with regular fibers —

that is, they are isomorphic to each other as k—vector spaces (indeed, we switch from H

to HY just in order to achieve this regularity) — which links HY and H" as (polynomial)

deformations of each other, namely

Ula. :ﬁ: HY v‘ 0—h—1 HY v‘ _ v
(@) =T = ()] = )y
Now look at ((Hv)h\/)/: by construction, we have ((Hv)hv)/ = (Hv)hv‘h =HY,
-1 -1

whereas ((Hv)hv)/ .

addition, if Char(k) = 0 then K_ = G* by Theorem 2.2(c). So ((HY),’)" can be
thought of as a 1-parameter family inside H.Ay , with regular fibers, linking H" and F[G* |

= F[K_] for some connected algebraic Poisson group K_: in
1

as (polynomial) deformations of each other, namely

HY = (#H"),) L0 (HY),)

h=1  ((HY),")

= FIK_] (= FIG"] i Char(k)=0).
=0

Therefore HY is both a deformation of an enveloping algebra and a deformation of a
function algebra, via two different 1-parameter families (with regular fibers) in H.4yx which
match at the value h =1, corresponding to the common element HY . At a glance,

O0+—h—1 1—h—0

H\/

Ug-)
(HV)Y (HV)YY

FIK_] ( — F[G*] if Char(k) = o) . (5.3)

Now consider Hy'. We have Hh" = Hh'/hHh/ = Gp(H) = I:T, and H =
h=0 =

F[G4] for some connected algebraic Poisson group G, . On the other hand, we have also

Hy' = Hh’/(h —1)Hy = > ns0 Dn =1 H'; note that the latter is a Hopf subalgebra

of H, because D is a Hopf algebra filtration; moreover we have H=H , by the very
definitions. Therefore we can think at Hj' = RHQ(H ) as a l-parameter family inside

HAy with regular fibers which links H and H’ as (polynomial) deformations of each other,

namely
=~ 0—h—1
F|Gy]=H = Hy’ o Y Hy' b H'.
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Consider also (Hh/)v : by construction, we have (Hh')v‘h =Hy' T H', whereas
=1 =1

(Hh’)v‘h .= U(t;) for some restricted Lie bialgebra £, : in addition, if Char(k) = 0

then £, = g thanks to Theorem 2.2(c). Thus (Hh’)v can be thought of as a 1-
parameter family inside H.Ag with regular fibers which links ¢/ (£, ) and H' as (polynomial)
deformations of each other, namely

H/:(Hh/)\/’ 1—h—0 (Hh/)\/‘

h=1 (H) =Uu(ty) ( = U(g) if Char(k) = o) ,

h=0
Therefore, H' is at the same time a deformation of a function algebra and a deformation
of an enveloping algebra, via two different 1-parameter families inside H.Ax (with regular
fibers) which match at the value i =1, corresponding (in both families) to H'. In short,

FIG,] 2=t g 20 ey (:U(gj) if C’har(k)zO). (5.4)
Hh/ (Hh/)v
Finally, it is worth noticing that in the special case H' = H = HY we can splice

together (5.3) and (5.4) to get

— h— «— h— .
FlG,] «° . L w 1(Hh/)v0 Ue,) (:U(g = if Char(k)zo)
I
H (5.5)
|
U(g_ 0ch=l gV =20 | pir ] (=F[GY] if Char(k)=0
@) —5 i FIK] (= Fle] (k) = 0)

which gives four different regular 1-parameter deformations from H to Hopf algebras en-
coding geometrical objects of Poisson type (i.e. Lie bialgebras or Poisson algebraic groups).

5.6 The function algebra case. Let G be any algebraic group over the field k. Let
R :=Kk[A] be as in §5.1, and set Fj[G] := (F[G]), = R®x F[G]: this is trivially a QFA
at h, for Fj[G]/hFs[G] = F[G], inducing on G the trivial Poisson structure, so that its
cotangent Lie bialgebra is simply g* with trivial Lie bracket and Lie cobracket dual to the
Lie bracket of g. In the sequel we identify F[G] with 1® F[G] C Fx[G].

We begin by computing F}, [G]v (w.r.t. the non-zero element h).

Let J := Jrig) = Ker (epiq)) , let {yp},cs be a k-basis of Q(F[G]) = J/J2 =g%,
and pull it back to a subset {j,},cs of J. Then we see that J"/J"™! is a k-vector
space spanned by the set of (cosets of) ordered monomials (using multiindices and all the
notation introduced in the proof of Theorem 4.7) {j¢ mod J"™! | ¢ € N‘?, le] =n}
where |e| := Y, se(b); therefore I"/I"T! as a k-vector space is spanned by { /i<



THE GLOBAL QUANTUM DUALITY PRINCIPLE: THEORY, EXAMPLES, APPLICATIONS 37

mod "1 | eo € N,e € N‘?, eo + le| = n } . Noting that A~"[""! =1 p—(ntl) ntl =
mod % F;[G]", we can argue that A~"I" mod h Fj[G]" is spanned over k by {hlelje
mod £ Fj[G]" |e€ N‘? , le] <n}. Now we have to distinguish the various cases.

First of all, let y € F[G] be idempotent: switching if necessary to y; : =y — €(y) we
can assume that y € J. Then y = y?> = --- = y® € J* C I" for all n € N, so that
y =0 mod A F;[G]. Thus in order to compute F}, [G]/h F;[G] the idempotents of F[G]

are irrelevant: this means Fh[G]/h F|G] = Fp [GO]/h F;,[G°], where GY is the connected
component of G'; thus we can assume from scratch that G be connected.

First assume G is smooth, i.e. F[G] is reduced, which is always the case if Char (k) =0.
Then the set above is a basis of &A~"I" mod h F[G]" : for if we have a non-trivial linear
combination of the elements of this set which is zero, multiplying by A" gives an ele-
ment 7, € I" \ I"*t! such that A"y, = 0 mod hF;[G]"; then there is ¢ € N such
that h™"y, € h-h~‘I*, so h'y, = R'T"I¢ C 't whence clearly v, € I""!, a
contradiction! The outcome is that {h~llj¢ mod hFy[G)Y | e € N}S} is a k—basis of
Fn[G]v‘h_O = Fp[G]" /L F3[G]" . Now let jy = h7ljs for all 3 € S. By the previous
analysis FE[G]V’h . has k-basis {(jV)° mod hFy[G]" e € N? }, hence the Poincaré-

Birkhoff-Witt theorem tells us that Fj[G]"

where b is the Lie algebra spanned by {j mod hFh[G]V}bes (as in the proof of The-
orem 4.7), whose Lie bracket is trivial for it is given by [j,\)/,j}j/] = h2(jvjp — Jg jv)
mod h F[G]" = 0. Further, we have also A(5V) =j'®1+1® ;¥ mod h(Fh[G]v)®2
for all j¥ € JY := hJ (cf. the proof of Theorem 3.7), whence A(j) =j®1+1®]j for all
jeb, so FyG]Y .

= U(h) = S(h) as associative algebras,

=U(h) = S(h) as Hopf algebras too. Now, consider the linear map
0

o: g = J/J2 — b (CU(h)) given by yp — j/ (b€ S). By construction this is clearly
a vector space isomorphism, and also a Lie algebra isomorphism, since the Lie bracket is
trivial on both sides (G has the trivial Poisson structure!). In addition, one has

<u1 ® uz , Op (U(yb))> = <u1 ®ug, h~ (A =A%) (o(y)) mod h> =
= <u1 ® usg , ﬁ_Q(A — AOp)(jb) mod h> = <(u1 CUy — Us - U1) , h™2j, mod h> —

_ <[u1,u2], h=2j, mod h> - <u1®u2, 126« (y») mod h> - <u1®uz (0®0) (5 (yb))>

for all uy,us € g (with (u; -ug —ug-uy) € U(g)) and b € S, which is enough to prove
that 0y 00 = (0 ® 0) 0§y« , i.e. 0 is a Lie bialgebra morphism as well. Therefore the
outcome is Fh[G]V‘h_O: U(g*) = S(g*) as co-Poisson Hopf algebras.

Another extreme case is when G is a finite connected group scheme: then, assuming

for simplicity that k be perfect, we have F[G] = k|zq,... ,xn]/(x’fel ,...,2P™") for some

r'n

n,eq,...,e, € N. The previous analysis, with minor changes, then shows that Fh[G]V‘
h=0
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is now a quotient of U(g*) = S(g*): namely, the x;’s take place of the j’s, so the
cosets of the £Y’s (i = 1,...,n) modulo % F;[G]" generate g*, and we find Fh[G]V‘ =

U(gx)/((:clv)pel e (:c%)pen) . Now, recall that for any Lie algebra h we can consider

hlpl™ .= {x[p]n = P" ‘x eh,neN } , the restricted Lie algebra generated by b inside
U(h), with the p-operation given by z[Pl := 2P then one always has U(h) = u(h[p}oo) .
In the present case, the subset {(:1:¥)p€1, cee (xx)p% } generates a p-ideal T of (g*)P1™,

SO gr, = g[P]OC/I is a restricted Lie algebra too, with {(m\{)pal, coy ()P

n

ar <
Ely.veyly < en} as a k-basis. Then the previous analysis proves Fj[G]" ‘h =u(gr,) =

=0
S(gx)/({(x\{)pel, (@) }) as co-Poisson Hopf algebras.

The general case is intermediate; we get it via the relation Fj[G] / hF|G) = Gy (FIG)).

Assume again for simplicity that k be perfect. Let F[[G]] be the J-adic comple-

tion of H = F[G]. By standard results on algebraic groups (cf. [DG]) there is a subset

{z;};,cr of J such that {Z; :=1z; mod J? }iEI is a basis of g* = J/J? and F[[G]] =

k[[{xl}lezﬂ/<{xzpn(“ } o ) (the algebra of truncated formal power series), for some
1€1o

€ N%o. Since Gy (F[G]) = G, (F[[G]]), we argue

1€Zo
pn(zi)

that Gy (F[G]) = k[{EZ}ZGI]/<{El }iEIo) ; finally, since k[{z;},c.7] = S(g*)

~ _ (@) .
we get Gy (F[G]) = S(gx)/<{ TP }mEN(F[G])) as k-algebras, where N (F[G]) is the
nilradical of F[G] and p™®) is the order of nilpotency of = € N'(F[G]).

Now, let 07 € J/J?, and let n € J be alift of 7: then A(n) =€(n) 101+ (n)®
141®01(n)+02(n) =n®1+1®n+d2(n), by the very definitions. But d2(n) € J® J,
hence do(n) =0 € Gy (FIG) ® Gy (FIG]): so A7) := A(n) =7®1+1®7. Therefore,
all elements of J / J? = g* are primitive: this implies that the previous isomorphism

subset Zop C Z and some (n($z))

respects also the Hopf structure. As for the Lie cobracket of G (F[G]), by construction

it is given by é¢, (ria))(T) = V(z) = A(x) — A°?(z). Now, in the natural pairing
between F'[G] andiU(g), for all z € J we have (V(2),Y ® Z) = (A(z) — A°P(z),Y ®
Z)y={(2,YZ—-2Y)={x,[Y,Z]), hence (0g, ric))(T).Y ® Z) = (z,[Y,Z]) for all Y,
Z € g; similarly (6,x(Z),y ® z) = (=,[Y, Z]S for all Y, Z € g. We then argue that
dc, (ria))(T) = 6gx (T ) for all x € g*, whence the two Lie cobrackets do correspond to

one another in the isomorphism above. Since Fh[G]v‘h = G (F[G]), the outcome is
_O -

= S(gx)/<{zp"“’ )

Note also that the description of Fj[G]” in the general case is exactly like the one we
Y

that Fh[G]V‘

z € N(F[G)) }) as co-Poisson Hopf algebras.

gave for the smooth case: one simply has to mod out the ideal generated by N (F [G])
KW IN(F[G]), i.e. (roughly) to set (x\-/)pn(mi): 0 (with xy := h~1lz;) forall i € Z. By the

(3
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way, to have this description we do not need k to be perfect. As for F[G]Y := F[G]/J>,
it is known (cf. [Ab], Lemma 4.6.4) that F[G]Y = F|[G] whenever G is finite dimensional
and there exists no f € F[G] \ k which is separable algebraic over k.

It is also interesting to consider (F} [G]V)/. If Char(k) =0, then the proof of Proposi-
tion 4.3 does work, with no special simplifications, giving (FH[G]V)/ = F3|G]. If instead
Char (k) = p > 0, then the situation might change dramatically. Indeed, if the group
G has height 1 — i.e., if F|G] = k[{xz}lez“/({xf’z € I}) as a k-algebra — then
the same analysis as in the characteristic zero case may be applied, with a few minor
changes, whence one gets again (Fh[G]v)/ = F[G]. Otherwise, let y € J\ {0} be prim-
itive and such that y? # 0: for instance, this occurs for F[G] = k[z], i.e. G = G,,
and y = x. Then yP is primitive as well, hence J,(y?) = 0 for each n > 1. It follows
that 0 # h(yY)’ € (Fh[G]v)/, whereas h(yY)" € Fy|G], as follows from our previous
description of F;[G]". Thus (FE[G]V)/ 2 F3[G]", a counterexample to Proposition 4.3.

o~

What for F[G]" and F[G]? Again, this depends on the group G under consideration.
We give two simple examples, both “extreme”, in a sense, and opposite to each other.

Let G := G, = Spec(k[z]), so F[G] = F[G,] =k[z] and F;[G,] := R ®x k[z] = R[z].
Then since A(z) :=2® 1+ 1® 2 and €(z) = 0 we find Fy[G,] = R[hz] (like in §5.7
below: indeed, this is just a special instance, for F|G,| = U(g) where g is the 1-dimensional
Lie algebra). Moreover, iterating one gets easily (Fh[Ga]/)/ = R[h*z], <(Fh[Ga]')/>/ =

R[R*z], and in general <<(F5[Ga]')/)/ e )/ = R[h"z] = R[z] = F3|G,] for all n € N.
e

Second, let G := G,,, = Spec (k[z+1,z_1]> , that is F[G] = F[G,,] = k[z™!,271] so
that Fj[G,,] :== R ® k[z+1,z_1] = R[z“,z‘l] . Then since A(zil) = 2Tl @ 2+ and
e(zil) = 1 we find A”(zil) = (zil)@m and 5n(zi1) = (zil —1)®n for all n € N.
From that it follows easily F3[G,,]' = R-1, the trivial possibility (see also §5.13 later on).

5.7 The enveloping algebra case. Let g be any Lie algebra over the field k, and U(g)
its universal enveloping algebra with its standard Hopf structure. Assume Char(k) =0,
and let R = k[h] as in §5.1, and set Ux(g) := R @y U(g) = (U(g)), . Then Ux(g) is
trivially a QrUEA at h, for Uy(g)/hUr(g) = U(g) , inducing on g the trivial Lie cobracket.
Therefore the dual Poisson group is nothing but g* (the topological dual of g w.r.t. the weak
topology), an Abelian group w.r.t. addition, with g as cotangent Lie bialgebra and function
algebra F[g*] = S(g): the Hopf structure is the standard one, given by A(z) = z®1+1®x
(for all x € g), and the Poisson structure is the one induced by {z,y} := [z,y] for all z,
y € g. This is the so-called Kostant-Kirillov structure on g*.

Similarly, if Char(k) = p > 0 and g is any restricted Lie algebra over k, let u(g)
be its restricted universal enveloping algebra, with its standard Hopf structure. Then if
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R = k[h] the Hopf R-algebra Uy(g) := R @ u(g) = (u(g)), is a QrUEA at h, because
u;(g) /hus(g) = u(g) , inducing on g the trivial Lie cobracket: then the dual Poisson group
is again g*, with cotangent Lie bialgebra g and function algebra F[g*] = S(g) (the Poisson
Hopf structure being as above). Recall also that U(g) = u(glP!™) (cf. §5.6).

First we compute uz(g)’ (w.r.t. the prime /) using (5.2), i.e. computing the filtration D .

By the PBW theorem, once an ordered basis B of g is fixed u(g) admits as basis the
set of ordered monomials in the elements of B whose degree (w.r.t. each element of B)
is less than p; this yields a Hopf algebra filtration of u(g) by the total degree, which
we refer to as the standard filtration. Then from the very definitions a straightforward
calculation shows that D coincides with the standard filtration. This together with (5.2)
immediately implies up(g) = (g) = (hg): hereafter g := hg, and similarly we set
#:=hx for all € g. Then the relations zy —yx = [z,y] and 2P = zIP! in u(g) yield
TY—gx = h[;,\y/] =0 mod hup(g) and 2P = B=12p] = 0 mod hiug(g) ; therefore from
the presentation? uy(g) = TR(g)/({ ry—yx—|x,y], 2P — 2P ! T,Y,2 € ¢ }) we get

w(@) =@ " wl) = 5@ / ({2552, 7|55 5 )) -

sz(g)/({wy—yx,zp!w,yyzeg}) ZSk(g)/({zp\ z€g}) ZF[G*]/({zplzeg})

that is 1?(5) = Gp(u(g)) = un(g) /hup(g) = F[g*]/({ 2P| z € g}) as Poisson Hopf

algebras. In particular, this means that u(g) is the function algebra of, and uy(g) is a
QFA (at ) for, a non-reduced algebraic Poisson group of dimension 0 and height 1, whose
cotangent Lie bialgebra is g, hence which is dual to g; thus, in a sense, part (¢) of Theorem
2.2 is still valid in this (positive characteristic) case.

Remark: Note that this last result reminds the classical formulation of the analogue of
Lie’s Third Theorem in the context of group-schemes: Given a restricted Lie algebra g,
there exists a group-scheme G of dimension 0 and height 1 whose tangent Lie algebra is g
(see e.g. [DG]). Here we have just given sort of a “dual Poisson-theoretic version” of this
fact, in that our result sounds as follows: Given a restricted Lie algebra g, there exists a

Poisson group-scheme G of dimension 0 and height 1 whose cotangent Lie algebra is g.

As a byproduct, since Up(g) = uh(g[p]oo) we have also Ux(g) = up (g[p]oo)/, whence

06 = (™) = 5 (1) (o) = P[] (1 ).

Furthermore, u(g)’ = (§) implies that I, ) is generated (as a two-sided ideal)

n(g
by AR -1y, + Rg, hence h_lluh(g)/ is generated by R-1+ Rg, thus (uﬁ(g)/)v =

4Hereafter, T (M), resp. Sa(M), is the tensor, resp. symmetric algebra of an A-module M.
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Un>o (h_lluh(g)/)n = Uno (R-1 —|—Rg)n = uy(g); this means that also part (b) of
Theorem 2.2 is still valid, though now Char(k) > 0.

When Char (k) =0 and we look at U(g), the like argument applies: D coincides with
the standard filtration of U(g) given by the total degree, via the PBW theorem. This
and (5.2) immediately imply U(g)’ = (§) = (hg), so that from the presentation Up(g) =

To(e) /{2y v~ 0]}, .e)) woret Un(e) = To(@ /({20 -9 ~h-frl} ),
whence we get at once ’

Un(e) = k(@) / ({z5-57—h-[z.y]

e VACET m»we@})z
= Ti( g)/({xy yw‘xyE })

ie. (/]\(g/) = Gp(U(g)) = Un(g)' /hUn(g)' = Flg*] as Poisson Hopf algebras, as predicted

by Theorem 2.2(c). Moreover, Ux(g) = (§) = T(@)/({ Ty—yr=nh- m | Z,5€8})
implies that Iy, 4y is generated by i R-1y, (q)+Rg: therefore h_lth(g)/ is generated by
R 1u,(g) + Rg. whence (Un(9))" = Uyzo (" T(e)" = Unzo (B Loy + Re)" =
Ur(g), which agrees with Theorem 2.2(b).

What for the functor ( )¥ ? This heavily depends on the g we start from!

First assume Char(k) = 0. Let gg) =g, gu) := [g,g(k_l)] (k € N4), be the lower
central series of g. Pick subsets By, Ba, ..., By, ... (C g) such that By, mod g(,41) be
a k—basis of 9(k)/9(k+1) (for all k€ N ), pick also a k-basis By of g(ac) 1= ﬂkeN+ , and
set O(b) := k for any b € B and each k € N. U{oo}. Then B := <Uk€N+ Bk> U B
is a k—basis of g; we fix a total order on it. Applying the PBW theorem to this ordered
basis of g we get that J” has basis the set of ordered monomials {b7'05%---b% | s €
Ni,b, € B, Y7 b,0(by) > n}. Then one easily finds that Un(g)” is generated by
{r 1 ‘ be By \ Bz} (as a unital R-algebra) and it is the direct sum

(@) = (9, R0 (172000) ) @ (0,0, e I8 --057)
br€B\ B I7:brEBo

From this it follows at once that Uh(g)v/h Uh(g)v =~ U (g/g(oo)) via an isomorphism
which maps A~?®b mod hEUx(g)" to b mod G(co) € 8/8(00) C U (8/8(oy) for all b €
B\ Bo and maps h~"b mod hUs(g)" to 0 forall b€ B\ By and all n € N.

Now assume Char(k) = p > 0. Then in addition to the previous considerations one
has to take into account the filtration of u(g) induced by both the lower central series of
g and the p-filtration of g, that is g D gl?! D g[lf’}2 D...DglPl" O ... where gl?!" is the
restricted Lie subalgebra generated by { zPl” ’ TEY } and x — zP! is the p—operation in
g: these encode the J-filtration of U(g), hence of H = up(g), so permit to describe H".

In detail, for any restricted Lie algebra b, let b,, := <U(mpk2n (h(m))[p’“]> for all n €
Ny (where (X) denotes the Lie subalgebra of h generated by X') and boo :=(,,c, B
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we call {f)n}n en, the p—lower central series of . It is a strongly central series of b, i.e. it
is a central series (= decreasing filtration of ideals, each one centralizing the previous one)
of h such that [, b,] < hmprn for all m, n; in addition, it verifies h#’] < bhpt1. When b is

Abelian {hn}n en, coincides (after index rescaling) with the p—power series {b[p"] }nGN

Applying these tools to g C u(g) the very definitions give g, C J" (for all n € N)
where J := Jy(q): more precisely, if B is an ordered basis of g then the (restricted) PBW
theorem for u(g) implies that J" / J"t1 admits as k-basis the set of ordered monomials

€1 .62

of the form f!xz{?---xf* such that ) )_, e,.d(z;,) = n where d(x;) € N is uniquely

determined by the condition z;, € ga(z,,) \ 80(z;,)+1 and each z;, is a fixed lift in g of an

element of a fixed ordered basis of 80(z:,) | 90(wi, )+1 - This yields an explicit description of

J, hence of u(g)" and up(g)", like before: in particular uh(g)v/huh(g)v =~ u(g/goo) -

Definition 5.8. For any k—coalgebra C, define X \Y := A_l(X RC+C® Y) for all
subspaces X, Y of C'. Set also N'X := X and N"7' X := (A" X) A X forall n € N,
and also N\°X :=k-1 if C is a k-bialgebra.

Lemma 5.9. Let H be a Hopf k—algebra. Then D, = /\n+1(k- 1) forall n € N.

Proof. Definitions give Dg := Ker(d;) = k-1 = A'(k-1). By coassociativity we have
D,, := Ker(6,41) = Ker ((6,, ® 61) 0 62) = Ker ((§,, ® 61) o A) = A~ (Ker (4, ® 61)) =
A1 (Ker (6n)®H+H®Ker (51)) = Afl(Dn_1®H+H®DO) =D, 1A\ Do=D,_1\k1)
for all n€N ; so by induction D, = D,, 1 A(k-1) = (N'(k-D)Ak-1) = A" (k-1). O

Definition 5.10.

(a) We call pre-restricted universal enveloping algebra (in short, PrUEA) any H €
HAy which is down-filtered by J (that is, (),cnJ" = {0} ). We call PrUEA the full
subcategory of HAx of all the PrUEAs.

(b) We call pre-function algebra (in short, PFA) any H € HAx which is up-filtered by
D (that is, |J,eny Dn = H ). We call PFA the full subcategory of HAy of all the PFAs.

The content of the notions of PrUEA and of PFA is revealed by parts (a) and (b) of
next theorem, which collects the main results of this section.

Theorem 5.11. (“The Crystal Duality Principle”)

(a) The assignment H — HY := H/J>, resp. H — H' := J,cyDn, defines
a functor ()": HA, — HAx, resp. (): HA, — HAL, whose image is PrUEA,
resp. PFA. More in general, the assignment A — AV = A/JAOO, resp. C — C' :=
Unen Pn(C) , defines a surjective functor from augmented k-algebras, resp. coaugmented
k—coalgebras, to augmented k—algebras which are down-filtered by J, resp. coaugmented

k—coalgebras which are up-filtered by D ; and similarly for k—bialgebras.



THE GLOBAL QUANTUM DUALITY PRINCIPLE: THEORY, EXAMPLES, APPLICATIONS 43

(b) Let H € HA,. Then H := Gy (H) =2 U(g), as graded co-Poisson Hopf algebras,
for some restricted Lie bialgebra g which is graded as a Lie algebra. In particular, if
Char(k)=0 and dim(H)€ N then H =k-1 and g = {0}.

More in general, the same holds if H = B s a k—bialgebra.

(¢c) Let H € HA,. Then H := Gp(H) = F[G], as graded Poisson Hopf algebras, for
some connected algebraic Poisson group G whose variety of closed points form a (pro)affine
space. If Char(k) =0 then F|G] = H is a polynomial algebra, i.e. F|G] = k[{zi};cz)
(for some set T); in particular, if dim(H) € N then H = k-1 and G = {1}. If
p = Char(k) > 0 then G has dimension 0 and height 1, and if k is perfect then F|G] = H
is a truncated polynomial algebra, i.e. F[G]| = k[{xi}iez]/({xip}iez) (for some set T).

More in general, the same holds if H = B is a k—bialgebra.

(d) For every H € HAy , there exist two 1-parameter families (HY),” = RE(HY) and

((Hv)h\/)/ in HA giving deformations of HY with reqular fibers

if Char(k) =0, U(g)}:ﬁ 0=h=1 | v 1eh=o {F[K—] = F[G*]
if Char(k) >0, u(g-) (HY), (HY),Y) FIK_]

and two 1-parameter families Hy = 'REQ(H’) and (Hh/)v in HAx giwing deformations of
H' with regular fibers

0—h—1
H/

FlG,]=H 1—h—0 { Uts) =U(gy) if Char(k) =0
Hh/ (Hh/)v 0

u(t,) if Char(k) >

where G4 is like G in (¢), K_ is a connected algebraic Poisson group, g— is like g in (b),
b4 is a (restricted, if Char(k) > 0) Lie bialgebra, g;° is the cotangent Lie bialgebra to G
and G* is a connected algebraic Poisson group whose cotangent Lie bialgebra is g_ .

—

(e) If H = F[G] is the function algebra of an algebraic Poisson group G, then F|G] is
a bi-Poisson Hopf algebra (see [KT], §1), namely

FlG] = S(QX)/wam v eNi}) = U(gx)/<{5pn<x>

where NF[G] is the nilradical of F|[G], p™®) s the order of nilpotency of x € NF[G} and
the bi-Poisson Hopf structure of S(gx)/<{fpn(z)

S NF[G]})

T € NF[G] }) 1s the quotient one from

—

S(g*); in particular, if the group G is reduced then F[G] = S(g*) = U(g*) .
(f) If Char(k) =0 and H = U(g) is the universal enveloping algebra of some Lie
bialgebra g, then U(g) is a bi-Poisson Hopf algebra, namely

U(g) = S(g) = Flg7]
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where the bi-Poisson Hopf structure on S(g) is the canonical one.
If Char(k) = p > 0 and H = u(g) is the restricted universal enveloping algebra of

some restricted Lie bialgebra g, then u(g) is a bi-Poisson Hopf algebra, namely
u(e) = S(g)/({a"|z€g}) = FIG"]

where the bi-Poisson Hopf structure on S(g)/({xp | x € g}) 15 1nduced by the canonical
one on S(g), and G* is a connected algebraic Poisson group of dimension 0 and height 1
whose cotangent Lie bialgebra is g .

(9) Let H, K € HAx and let m: H x K —— k be a Hopf pairing. Then 7 induce a
filtered Hopf pairing ny: HY xK' ——k, a graded Hopf pairing 7, : HxK —k , both
perfect on the right, and Hopf pairings over k[h| (notation of §5.1) Hy x K —— k[h]
and Hyp' x Ky —— Kk[R], the latter being perfect on the right. If in addition the pairing
np: HY x K' —— k is perfect, then m, is perfect as well, and HyY and Ky are dual to
each other. The left-right symmetrical results hold too.

Proof. Parts (a) through (¢) of the statement are proved by the analysis in §5.4, but for
the naturality of H — HY and H ~— H’, which is however clear because, go(J HOO) cJx
and ¢(D,(H)) C D, (K) for any morphism ¢: H — K within HAyx. In addition, for
part (b) when Char(k) =0 and dim(H) € N we have to notice that H = U(g) is finite
dimensional too, hence H = U(g) =k-1 and g = {0} ; similarly for (c) these assumptions
imply that H = F[G] is finite dimensional too, so H = F[G] =k-1 and G = {1}, q.e.d.
Finally, if H = B is just a k-bialgebra then both B := G;(B) and B = Gp(B) are
irreducible graded k-bialgebras: then by [Ab]|, Theorem 2.4.24, they are also graded Hopf
algebras, whence we conclude as if B were a Hopf algebra.

Part (d) is proved by §5.5.

As for part (e), it is almost entirely proved by the analysis in §5.6, noting also that
in the case of H = F[G| one has S(g*) = U(g*) because g* is Abelian. What is
left to check is whatever refers to bi-Poisson structures. Indeed, the Lie bracket of g*
extends to a Poisson bracket which makes S(g*) into a bi-Poisson Hopf algebra (see §5.1);

then ({ Tp"(z)} ) is a bi-Poisson Hopf ideal, thus S(QX)/<{ fpn(:v)} )
zENF(g) - Mo

is a bi-Poisson Hopf algebra as well. But F[G] also inherits a Poisson bracket from F'[G]
which makes it into a bi-Poisson Hopf algebra too: it is then clear that the isomorphism

—

S(gx)/<{ " }xeNF[G] > >~ P[] is one of bi-Poisson Hopf algebras.

Similarly, part (f) is proved by the analysis in §5.7, noting also that both U(g) and

—_~—

S(g) = F[G*] are naturally bi-Poisson Hopf algebras, isomorphic to each other via

—_—

the previously considered isomorphism. In addition, the same holds also for u(g) and
S(g)/({a}p |z € g}) = FIG*], because ({a |z € g}) is a bi-Poisson Hopf ideal of S(g) .



THE GLOBAL QUANTUM DUALITY PRINCIPLE: THEORY, EXAMPLES, APPLICATIONS 45

Finally, we go for part (g). Let m: H x K —— k be the Hopf pairing under study.
Consider the filtrations J = {JH"}n ey and D = {Dx }n cn - The key fact is that
D¥ = (JH”“)L and JC (fo)L for all n € N. (5.6)

n

Indeed, if X is a subspace of a coalgebra C' and C' is in perfect “Hopf-like” pairing
with an algebra A, one has A" X = ((XL)n)l (cf. Definition 5.8) for all n € N, where
the superscript L means “orthogonal subspace” (either in A or in C') w.r.t. the pairing
under exam (cf. [Ab] or [Mo]). Now, Lemma 5.9 gives D = /\n+1(k-1K), thus DY =
AT (k1) = (((]k-lK)L)nH)L = (JH”“)L because (k-1 )" = .J, (w.r.t. the pairing 7
above). Therefore D = (JHnH)L, and this also implies J,"** C (Dx )L.

Now K’ :=,en D = Unen (JH”Jrl)L = (Nhen JHnH)l = (JHOO)L . Thus 7 induces
a Hopf pairing my: HY x K’ —— k as required, and by (5.6) this respects the filtrations
on either side. Then by general theory 7y induces a graded Hopf pairing 7, as required:
in particular 7, is well-defined because D} C (JHn’Ll)l and J,"T C (D;Zf)L (for all
n € Ny ) by (5.6), and both 7y and 7 are perfect on the right because all the inclusions
DX C (JH"H)L happen to be identities. Clearly by scalar extension 7 defines also a Hopf
pairing Hj, x K — k[h]; then (5.6) and the description of H} and K3 in Lemma 5.2
directly imply that this yields another Hopf pairing Hp’ x K; — k[A] as claimed.

Finally when 7y is perfect it is easy to see that 7, is perfect as well; note that this

improves (5.6), for we have J,"T! = (DE )L for all n € N. It is also clear that the pairing
Hy x K — k[h] is perfect as well, and that H, +/ and K} are dual to each other. [

Remarks: (a) It is worth noticing that, though usually introduced in a different way,
H’ is an object which is pretty familiar to Hopf algebra theorists: indeed, it is the con-
nected component of H (cf. [Gab] for a proof); in particular, H is a PFA if and only if it is
connected. Nevertheless, surprisingly enough the pretty remarkable property of its associ-
ated graded Hopf algebra H = Gp(H) expressed by Theorem 5.11(¢) seems to have been
unknown so far (at least, to the author’s knowledge)! Similarly, the “dual” construction of
HY and the important property of its associated graded Hopf algebra H=aG 7(H) stated
in Theorem 5.11(b) seem to have escaped the specialists’ attention.

(b) Part (d) of Theorem 5.11 is quite interesting for applications in physics. In fact, let
H be a Hopf algebra which describes the symmetries of some physically meaningful system,
but has no geometrical meaning (typically, when it is not commutative nor cocommutative,
as it usually happens in quantum physics), and assume also H' = H = HY . Then Theorem
5.11(d) yields a recipe to deform H to four different Hopf algebras bearing a geometrical
meaning, which means having two Poisson groups and two Lie bialgebras attached to H,
hence a rich “geometrical symmetry” (of Poisson type) underlying the physical system; if

the ground field has characteristic zero (as usual) we simply have two pairs of mutually
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dual Poisson groups together with their tangent Lie bialgebras. In §10 we’ll give a nice
application of this kind with the two pairs of groups strictly related, yet different.

5.12 The hyperalgebra case. Let G be an algebraic group, which for simplicity
we assume to be finite-dimensional. By Hyp (G) we mean the hyperalgebra associated to
G, defined as Hyp (G) := (F[G]*)_ = {¢ € F[G]’|¢(m.") =0,V n>> 0}, that is the

irreducible component of the dual Hopf algebra F[G]° containing e = , which is a

6F G
Hopf subalgebra of F[G]°; in particular, Hyp (G) is connected cocommutati[vé. Recall that
there’s a natural Hopf algebra morphism @ : U(g) — Hyp(G); if Char(k) =0 then ®
is an isomorphism, so Hyp (G) identifies to U(g); if Char(k) > 0 then ® factors through
u(g) and the induced morphism @ : u(g) — Hyp (G) is injective, so that u(g) identifies

P

with a Hopf subalgebra of Hyp (G). Now we study Hyp (G)’, Hyp (G, Hyp (G), Hyp (G).
As Hyp(G) is connected, letting Cy := Corad (Hyp(G)) be its coradical we have

Hyp(G) = Upen A" Co = Upen A" (k- 1) = Upen Dnr1 (Hyp (G)) =: Hyp(G)' .

—_—

Now, Theorem 5.11(c) gives Hyp(G) := Gp(Hyp(G)) = F[I'] for some connected al-
gebraic Poisson group I"; Theorem 5.11(e) yields }4{[(\;] o S(g*)/({fpn(z)} . ) _
TENF[x]

ofe(sw /({27 y,, ))) = (@07 00 s ([

—

g“.,neN }) C F[G], and noting that g* = g*. On the other hand, exactly like for U(g)
and u(g) respectively in case Char(k) =0 and Char(k) > 0, the filtration D of Hyp (G)
is nothing but the natural filtration given by the order of differential operators: this im-
plies immediately Hyp (G)' := (k[h] ®x Hyp(G))/ = ({ Ry (n) ‘ z€g,neN}), where
hereafter notation like 2(™ denotes the n—th divided power of z € g (recall that Hyp (G) is
generated as an algebra by all the 2(™)’s, some of which might be zero). It is then immediate

to check that the graded Hopf pairing between Hyp (G)h//h Hyp (G = H;p\(/G) = F[I

and F[G] given by Theorem 5.11(g) is perfect. From this we easily argue that the cotan-
gent Lie bialgebra of I is isomorphic to ((g*)p )

As for Hyp(G)" and Hm), the situation is much like for U(g) and u(g), in that it
strongly depends on the algebraic nature of G (cf. §5.7).

5.13 The CDP on group algebras and their duals. In this section, G is any
abstract group. We divide the subsequent material in several subsections.

Group-related algebras. For any commutative unital ring A | by A[G] we mean the group
algebra of G over A and, when G is finite, we denote by Ax(G) := A[G]" (the linear dual
of A[G]) the function algebra of G over A. Our purpose is to apply the Crystal Duality
Principle to k[G] and Ag(G) with their standard Hopf algebra structure: hereafter k is a
field and R :=k[h] as in §5.1, and we set p := Char(k).
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Recall that H := A[G] admits G itself as a distinguished basis, with Hopf algebra
structure given by g+, v:=9g-.7v, 1, := 1., A(g) :=g®g, e(g):=1, S(g) :=g 1, for
all g,v € G. Dually, H := A, (G) has basis {gpg ‘geG} dual to the basis G of A[G], with
0g(7) := 04,4 for all g,y € G; its Hopf algebra structure is given by ¢g - ¢y 1= 0449y

1, = EgEG g, Alpg) = Efyl:g Py @ o, €(pg) = Og10, S(pg) = pg-1, for all
g,7 € G . In particular, R[G] = R ®k k[G] and Agr[G] = R ®y Ak[G]. Our first result is

Theorem A: (k[G])h/ =R-1, k[G]' =k-1 and kf[\é] =k-1=F[{x}].

Proof. The claim follows easily from the formula 8, (g) = (¢g—1)®", for g G, n e N. O

R[G])Y, k[G]", k/[a] and the dimension subgroup problem. In contrast with the triviality
result in Theorem A above, things are more interesting for R[G]"' = (k[G])hv , k[G]" and

—_

k[G]. Note however that since k[G] is cocommutative the induced Poisson cobracket on

—

k[G] is trivial, and the Lie cobracket of g := P(@]) is trivial as well.

Studying k[G]" and H@] amounts to study the filtration {J" }nEN , with J := Ker (¢,,),
which is a classical topic. Indeed, for n€N let D,(G) := {g € G|(g—1) € J" }: this
is a characteristic subgroup of G, called the n'" dimension subgroup of G. All these
form a filtration inside G : characterizing it in terms of G is the dimension subgroup
problem, which (for group algebras over fields) is completely solved (see [Pa], Ch. 11, §1,
and [HB], and references therein); this also gives a description of {J"}n en, - Thus we
find ourselves within the domain of classical group theory: now we use the results which
solve the dimension subgroup problem to argue a description of k[G]", k/[a] and R[G]",
and later on we’ll get from this a description of (R[G]v)/ and its semiclassical limit too.

By construction, J has k-basis {n, | g€ G\{1,}}, where n, := (g—1). Then k[G]" is
generated by {7y mod J*|ge G\{1,}}, and k/[a] by {7y | 9€G\{1,}}: hereafter
Z =2 mod J" for all z € J", that is T is the element in k/[a] which corresponds to
z € k[G]. Moreover, g = 1+n, =1 forall g € G; also, A(7,) =Ty, ®7+1Q7, =

Ty ®1+1®7, : thus 7, is primitive, so {7, | g€ G\ {1,}} generates tg := P(]]?[CE]) .

The Jennings-Hall theorem. The description of D, (G) is given by the Jennings-Hall

theorem, which we now recall. The construction involved strongly depends on whether
p := Char(k) is zero or not, so we shall distinguish these two cases.

First assume p = 0. Let Gy := G, G := (G,G-1)) (k € Ny), form the lower
central series of G ; hereafter (X,Y’) is the commutator subgroup of G' generated by the
set of commutators {(:lz,y) = xyx ly! ‘x e X,y € Y}: this is a strongly central
series in (G, which means a central series {Gk} ke, (= decreasing filtration of normal
subgroups, each one centralizing the previous one) of G such that (G,,,G,) < Gpqyn for
all m, n. Then let \/m = {x € G‘Els e Ny 2% ¢ G(n)} for all n € Ny : these form
a descending series of characteristic subgroups in G, such that each composition factor
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A(C;) = \/G(n)/\/G(n+1) is torsion-free Abelian. Therefore Lo(G) := P Agl) is
a graded Lie ring, with Lie bracket [g,¢] := (g,¢) for all homogeneous g, { € Lo(G),

n€N+

with obvious notation. It is easy to see that the map k ®z Lo(G) — tg, g—7,, is an
epimorphism of graded Lie rings: therefore the Lie algebra tg is a quotient of k®zLy(G) ;
in fact, the above is an isomorphism, see below. We shall use notation 9(g) := n for all
9€ VG \ VGt -

For each k£ € N, pick in A(C;;) a subset B}, which is a Q-basis of Q ®z A(C;;) ; for each
b € By, choose a fixed b € \/% such that its coset in A(Gk) be b, and denote by Bj, the
set of all such elements b. Let B := UkeN+ By, : we call such a set t.f.1.c.s.-net (= “torsion-

free-lower-central-series-net”) on G. Clearly By = (B NG ) \ (B Ny /G(k+1)> for all
k. By an ordered t.f.l.c.s.-net is meant a t.f.l.c.s.-net B which is totally ordered in such a

way that: (i) if a € B,,, b€ B,, m <n, then a <b; (ii) for each k, every non-empty
subset of By has a greatest element. An ordered t.f.l.c.s.-net always exists.

Now assume instead p > 0. The situation is similar, but we must also consider the
p—power operation in the group G and in the restricted Lie algebra £5. Starting from
the lower central series {G(,{)}keN+, define Gy, = Hkpgzn (G(k))pZ for all n € N
(hereafter, for any group I we denote I'P" the subgroup generated by {7”6 |7 el } ):
this gives another strongly central series { G }n e, in G, with the additional property
that (Gpn))” < Gpugr) for all n, called the p-lower central series of G. Then L,(G) :=
Onen, G / Gn+1) is a graded restricted Lie algebra over Z, := 7Z / pZ , with operations
Gg+l:=g-l, [g.¢] :=(g9,0), gPl:=gP, forall g, ¢ € G (cf. [HB], Ch. VIIL, §9). Like
before, we consider the map k®z, £,(G) — tg, g+ 7y, which now is an epimorphism
of graded restricted Lie Z,—algebras, whose image spans £g over k: therefore £ is a
quotient of k ®z, L,(G); in fact, the above is an isomorphism, see below. Finally, we
introduce also the notation d(g) :=n for all g € G,y \ Gy -

For each k € Ny choose a Z,-basis Bj, of the Zy—vector space G / Gr41); for each
beB,, fixbe G such that b= bGr41), and let By be the set of all such elements b.
Let B :=J, N, By, : such a set will be called a p-l.c.s.-net (= “p-lower-central-series-net”;
the terminology in [HB] is “k-net”) on G. Of course By = (BN Gpy) \ (BN Gyqy) for
all k. By an ordered p-l.c.s.-net we mean a p-l.c.s.-net B which is totally ordered in such
a way that: (i) if a € B,,, b€ B,, m <n, then a <b; (ii) for each k, every non-empty
subset of By has a greatest element (like for p = 0). Again, p-l.c.s.-nets do exist.

We can now describe each D,,(G), hence also each graded summand J"/J"+! of k/[a] )
in terms of the lower central series or the p—lower central series of G, more precisely in
terms of a fixed ordered t.f.l.c.s.-net or p-l.c.s.-net. To unify notations, set Gy, := Gy,
0(g) := 0(g) if p=0, and G, = G, 0(g) :=d(g) if p>0, set G = ﬂn€N+Gn, let
B = UkeN+ By be an ordered t.f.l.c.s.-net or p-l.c.s.-net according to whether p=0 or
p>0, and set £(0) := 400 and £(p) :=p for p > 0. The key result we need is
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Jennings-Hall theorem (cf. [HB], [Pa] and references therein). Let p := Char (k).
(a) Forall g€ G, ng € J" <= g €G, . Therefore D,(G) =G, forall neN,.
(b) For any n € N, , the set of ordered monomials

By o= {7 T | b€ Buyy e €Ny, e < Up), by 3o 3 by, Sijeidi=n
is a k-basis of J"/J" ', and B := {1} UU,,cxyBn is a k-basis of ]HC\;] .

(c) {m | be B,} is ak-basis of the n—th graded summand tc N (J"/J" ') of the
graded restricted Lie algebra €, and {% ‘ be B} 1s a k—basis of tq .

(d) {7 | b€ B1} is a minimal set of generators of the (restricted) Lie algebra b .

(e) The map k®z L,(G) — tg, G+ Ty, is an isomorphism of graded restricted Lie

—

algebras. Therefore k[G] = L{(k Rz Ep(G)) as Hopf algebras (notation of §1.1).
(f) J*° = Span({ny|g € G }), whence k[G]" = Diec/c. k9 = k|G/Gs] . O

Recall that A[z,2~!] (for any A) has A-basis {(z—1)"z~["/?/|n € N}, where [q] is
the integer part of ¢ € Q. Then from Jennings-Hall theorem and (5.2) we argue

Proposition B. Let x,:=h=%9n,, forall g€ {G}\{1}. Then

G = (@

e ple2l e —[er/Z]) “1]. g —
b;€B, 0<€i<£(p)R Xb, by Xb,. b, @R{h } J
reN, b1 3 3b,

- (e R b i b ) @ (S RN )

b;€B, O<8—;<£(p)
reN, blémébr

If J°=J" for some neN (iff Goo= G, ) we can drop the factors bl_[el/Q], . ,b;[erﬂ] O

Poisson groups from k|[G|. The previous discussion attached to the abstract group G the

(maybe restricted) Lie algebra € which, by Jennings-Hall theorem, is just the scalar
extension of the Lie ring Lcpqri) associated to G via the central series of the G,’s; in
particular the functor G +— 5 is one considered since long in group theory.

Now, by Theorem 5.8(d) we know that (R[G]V)/ is a QFA, with (R[G]v)/’ = F|I¢]
for some connected Poisson group I'¢. This defines a functor G — I fhr?)(r)n abstract
groups to connected Poisson groups, of dimension zero and height 1 if p > 0; in particular,
this I is a new invariant for abstract groups.

The description of R[G]v in Proposition B above leads us to an explicit description of
(R[G]v)/, hence of (R[G]v)/ .

5n(xg) = h(”_l)e(g)xg®”, S0 g == hx, = hl_e(g)'r)g € (R[G]v)/ \ h(R[G]v)/ for each
g € G\ G, whilst for v € G we have 7, € J* which implies also 7, € (R[G]v)/, and
even 1, € [,y " (R[G]v)/. Therefore (R[G]v)/ is generated by {v¢, | g € G\ {1}} U
{n, }’y € G} . Moreover, g =1+ RO =Ly, € (R[G]v)/ for every g € G\ G, and
y=1+(y—-1)€el+J>®C (R[G]v)/ for v € G . This and the previous analysis along
with Proposition B prove next result, which in turn is the basis for Theorem D below.

= F [F G] and [ too. Indeed, direct inspection gives
0
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Proposition C.

(R[G]\/) _ R bl_[el/2] e br_[e’“/21> @R[> =

(®bi€B, 0<e;<fl(p)
TGN, bléébr

— (EB R by /e br—[er/2]> D (ZyerR[h_l} .777> _

b, €B, 0<8—;<£(p)
reN, blémébr

In particular, (R[G]v)/ = R[G] if and only if Gy ={1} = G . If in addition J>®°=J"
for some neN (iff G = G, ) then we can drop the factors bl_[el/z], e B

Theorem D. Let x4 := 1, mod h (R[G]V)/, zg := g mod h (R[G]V)/ for all g # 1,
and By :={beB|0(b) =1}, B> :={beB|0(b) >1}.

(a) If p =0, then F[Fg] = (R[G]v)/‘h_o is a polynomial/Laurent polynomial alge-
bra, namely F[FG] = k[{zbﬂ}beBIU {xb}b;BJ , the zp’s being group-like and the xp’s
being primitive. In particular I'c =2 (G%Bl) X (GaXB>) as algebraic groups, that is I'g is
a torus times a (pro)affine space.

(b) If p>0, then F[Ig] = (R[G]v)/‘ is a truncated polynomial/Laurent polyno-

mial algebra, namely F[I'g] = k[{zbil}bEBlu {xb}beBJ/({sz—l}beBlU{xf}beB) , the
2p’s being group-like and the xp’s being primitive. In particular ['c = (upXBl) X (apXB>)

as algebraic groups of dimension zero and height 1.

(¢) The Poisson group L' has cotangent Lie bialgebra ¥ , that is coLie(I'c) = ¢ .

Proof. (a) Definitions give 9(g¢) > 0(g) + 9(¢) for all g,¢ € G, so that [ihy, ] =
B1-8(9)—8(0)+8((g,0)) Vigoygl €h- (R[G]v),, which proves (directly) that (R[G]v)/ - is
commutative! Moreover, the relation 1 = g~ 1g = ¢! (1 + ha(g)_lwg) (for any g¢ c G)
yields z,-1 = 2z ! iff 9(g) =1 and z,-1 = 1 iff 9(g) > 1. Noting also that J> = 0
mod h (R[G]v)/ and g = 1+ 1991, =1 mod h(R[G]V)/ for g € G\ G, and also
y=14+(y—-1)€l1+J*°=1 modh (R[G]v)/ for v € G , Proposition C gives

— k.zal...za5> < k.xel...xef>
h=0 (® b;€B1, a;€Z b1 bs ® ®bi€B>, e; N4 b1 by

sEN, b1 3 Zbs reN, by F---Zb,

Fle] = (RG]

which means that F [F G] is a polynomial-Laurent polynomial algebra as claimed. Again
definitions imply A(zy) = 2y ® 24 forall g € G and A(xy) =z,01+1®x, iff 0(g) > 1;
thus the z;’s are group-like and the z’s are primitive as claimed.

(b) The definition of d implies d(g¢) > d(g)+d(¢) (g,¢ € G), whence we get [1)g, 1] =
pA=d(9)=dO+d(9.0) o gl € Ti- (R[G]v)/, proving that (R[G]V)/’h . is commutative.

/

In addition d(gp) >Dp d(g), SO qup — pp(1—d(9)) ngp — pp—1+d(g")—pd(g) qup c h- (R[G]V) ,
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whence (@bgp‘hzo)p =0 inside (R[G]v)/ L
sion 0 and height 1. Finally b = (14 1,)” = 1+ =1 mod i (R[G]")" for all b€ By,

/

so b= =0vP~! mod h (R[G]v)/. Thus letting x4 := 1, mod h (R[G]v) (for g#1) we get

=F [F G} , which proves that I'¢ has dimen-
0

/

F[Ie] = (RG]

— k.zel...zes> ( k.mel...af;e"“>
h=0 <®b¢631, 0<e; <p b1 bs ® ®bi€B>7 0<e; <p b1 br
sEN, b1 3 2bs reN, by F--Zb,

just like for (a) and also taking care that z, = 2, + 1 and sz =1 for b € B;. Therefore
(R[G]v) , )h—o is a truncated polynomial /Laurent polynomial algebra as claimed. The prop-
erties of the x3’s and the z,’s w.r.t. the Hopf structure are then proved like for (a) again.

(¢) The augmentation ideal m, of (R[G]v)/’hio = F[I¢] is generated by {@s},cp;
then h=1 [thy, dbe] = ROUSD=0@D=00) (14 hO@D=1eh ) (14 hOO=1y,) by the pre-
vious computation, whence at 7~ = 0 one has {a:g ,33’[} = T(g,0) mod m2 if 9((9,6)) =
0(9)+0(¢), and {zy,z,} =0 mod m? if 6((g,¢)) > 0(g)+6(¢). This means that the

cotangent Lie bialgebra m, / m?2 of I'g is isomorphic to £, as claimed. O

Remarks: (a) Theorem D claims that the connected Poisson group K¢ := ¢ is dual to
¢ in the sense of §1.1. Since R[G]” = U(tz) and (R[G]v),‘h = F[K(], this gives
=0 =0

a close analogue, in positive characteri_stic, of the second half of Theorem 2.2(c).

(b) Theorem D gives functorial recipes to attach to each abstract group G and each
field k a connected Abelian algebraic Poisson group over k, namely G — I = K ,
explicitly described as algebraic group and such that coLie(K() = €¢. Every such Ig
(for given k) is then an invariant of G, a new one to the author’s knowledge. Indeed, it
is perfectly equivalent to the well-known invariant g (over the same k), because clearly
I'g, = I'g, implies g, = €g, , whereas £, = £¢, implies that ¢, and I'g, are isomorphic
as algebraic groups — by Theorem D (a—b) — and bear isomorphic Poisson structures —
by part (c) of Theorem D — whence ['¢, = [, as algebraic Poisson groups.

The case of Ax(G). Let’s now dwell upon H := Ag(G), for a finite group G .

Let A be any commutative unital ring, and let k, R := k[h] be as before. By definition
Ap(G) = A[G]", hence A[G] = Ax(G)*, and we have a natural perfect Hopf pairing
Ap(G) x A[G] — A. Our first result is one of triviality:

—

Theorem E.  Agp(G)” = R-1® R[A]J = (Ar(®)Y)", A@)Y = k-1, A(G) =
Ap(@)Y|  =k-1=U(0) and (Ap(@)")

- h=0

Proof. By construction J := Ker(eAk(G)) has k—basis {cpg}gec\{l }U{901G—1Ak(c>}, and
G

since ¢, = ¢, for all g and (p15—1)* = —(p1,—1) we have J = J®, so Ax(G)" =k-1

and Ax(G) = k-1. Similarly, Az(G)" is generated by {hilgog}geg\{lc} U {h 1, —
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1 )} ; moreover, J = J* implies h~"J C ARr(G)Y for all n, whence AR(G)" =

AR(G)
/

R1® R[A]J. Then Ju, v = R[A7]J C hAR(G)", which implies (Ag(G)*) =
Agr(G)": in particular, (AR(G)V)/ o AR(G)V‘E—OZ k-1, asclaimed. O

—_——

Poisson groups from Ag(G). Now we look at Ar(G)’, Ax(G)" and Ax(G). By con-
struction Ar(G) and R|G| are in perfect Hopf pairing, and are free R—-modules of fi-

nite rank. In this case, since Proposition 4.4 yields Agr(G) = (R[G]V). we have in
fact Ap(G) = (R[G]V). = (R[G]V)*: thus Ag(G)" is the dual Hopf algebra to R[G]";
then from Proposition B we can argue an explicit description of Ag(G)’, whence also of
(AR(G)/)V. By Theorem 5.10(g) and its proof, namely that Ay(G)" = (Jk‘[)g})L, there
is a perfect filtered Hopf pairing k[G]" x Ax(G) — k and a perfect graded Hopf

— —_— %

pairing k[G] x Ax(G) — k: thus Ax(G)" = (k[G]v) as filtered Hopf algebras and

P

Ax(G) = (]k/[a])* as graded Hopf algebras. If p = 0 then J = J°°, as each g € G has finite

order and ¢" =1 implies g € G : then k[G]"' =k -1 = k/[(\?] , 50 Ag(G) =k-1 = m.

If p > 0 instead, this analysis gives Ag(G) = (11{[5])* = (u(Eg))* = F[K¢g], where K¢
is a connected Poisson group of dimension 0, height 1 and tangent Lie bialgebra £ . Thus

Theorem F'.
(a) There is a second functorial recipe to attach to each finite abstract group a connected
algebraic Poisson group of dimension zero and height 1 over any field k with Char(k) > 0,

—~——

namely G — K¢g := Spec (A (G)) This K¢ is Poisson dual to I' of Theorem D in the
sense of §1.1, in that Lie(K¢g) = &g = coLie(Iq) .
(b) If pi= Char(k) >0, then (AR(G))'| = u(ty) =S() /(fa7 |z es}) .

Proof. Claim (a) is the outcome of the discussion above. Part (b) instead requires an
explicit description of (AR(G)/)V. Since Agr(G) = (R[G]V)* , from Proposition B we get
AR(@Q) = (@ R-ppl g:) where each p,";" is defined by

b,€EB, 0<e;<p = Ploees EARS
reN, by 5+ Sby

Coprsr st B s 87 = 6 T B e,
(forall b;,3; € B and 0 < e;,e; < p). Now, using notation of §1.3, Ko, C K’ for any K €
HA, whence K’ = 7r_1(7/) where m: K —» K/KOO =: K is the canonical projection.
Solet K := R[G]", H := Ar(G)"; Proposition B gives K., = R[Rh™']-J° and provides
at once a description of K ; from this and the previous description of H one sees also that in
the present case K, is exactly the right kernel of the natural pairing H x K — R, which
is perfect on the left, so that the induced pairing H x K — R is perfect. By construction
its specialization at A = 0 is the natural pairing F[K¢g] x u(tg) — k, which is perfect
too. Then we can apply Proposition 4.4(c) (with K playing the role of K therein) which
vields K ' = (HY)® = ((AR(G)/)V>.. By construction, K = (R[G]v)//(R[h_l} - J>),
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oy . > — €1 — €r
and Proposition C describes the latter as K = (@ R -9y -y ) , where
b;€B, 0<e;<p ! "
reN, by <--3b,

Ebi := 1y, mod R[h_l} - J°° for all 7; since K'= @R(G)/)v>. and 1, = hly,, this
analysis yields (AR(G)/)V = <@ R-h~ icptr If:) ~ (K')", whence we

b;eB, 0<e;<p P
reN, blé-"ébr

get (4r(@))"] = (K ) = ((RIEY) |zy) = PTG = (k) =
S(e2) / ({a? |z € €Z}) asclaimed, the latter identity being trivial (as €5 is Abelian). O

~ (K')"

Remarks: (a) this K¢ is another invariant for G, but again equivalent to &g .
(b) Theorem F(b) is a positive characteristic analogue for Fy[G] = Ar(G)" of the first
half of Theorem 2.2(c).

Examples:

(1) Finite Abelian p —groups. Let p be a prime number and G := Zyer X Zpea X+ - - X Lper
(k,e1,...,ex € N), with eg > ey > -+ > €. Let k be a field with Char(k) =p > 0,
and R :=Kk[h] as above, so that k|G|, = R[G].

First, £¢ is Abelian, because G is. Let g; be a generator of Z,; (for all i), identified
with its image in G'. Since G is Abelian we have G, = GP" (for all n), and an ordered p-

Les-netis B = .oy, By with B, := {glpr, gQPT, e gﬁ_T} where j, is uniquely defined

by e; >r, e; < r. Then ts has k—basis , and minimal set
v o= ¢ {7y }1§z‘§k; 0<si<es

of generators (as a restricted Lie algebra) {77_91, Mg s -+ s n_gk} , for the p-operation of

to is (”ng )[p]

order of g; . In addition J* = {0} so k[G]" =k[G]. The outcome is k[G]" = k[G] and
— B p 0<s<e; p
k[G] o U(EG) o U(EG)/<{ ( 7’]95_35 ) N nngJrl } U {<ngfeil ) }1§1§k>

1<i<k

= ’)79?3+1 , and the order of nilpotency of each 7, is exactly p®, i.e. the

1§i§k:}>, via Wprs (for all 7, s).

whence 11([5] = k[ﬂﬁ,u.,xk]/({ xfﬁ i
As for ]k[G],;/, for all r < e; we have d(ng) =p" and so x = BP" (gfr—l) and
Yo = Rl=P" (gfr —1); since Goo) = {1} (or, equivalently, J>° = {0} ) and everything is

/
Abelian, from the general theory we conlude that both k[G], and <k[G] N > are truncated-

polynomial algebras, in the Xgp" s and in the ¢gf’" ’s respectively, namely
k[G]g/ = k[n] [{ ngs}lgigk;ogs@i] = k[h][yl, e vyk]/({ yipei ‘ 1<i<k })
() = 100 ] = 1 e (5 [12150)

S

via the isomorphisms given by Xgr* — y? and wgps — 2;s (for all 4, s). When e; > 1
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this implies (k[G]hv )/ 2 k[G],, that is a counterexample to Theorem 2.2(b). Setting
@Dgps = ¢gps mod h (]k[G]hv), (forall 1<i<k, 0<s<e;)wehave

0<s<e; | ~ 0<s<e;

(via w pe > Wi ) as a k—algebra. The Poisson bracket trivial, and the w; ¢’s are primitive
for s > 1 and Awi1) =w1 ®@1+1Q w1 +w;1 ®w,;1 forall 1 <i < k. If instead
ep = -+ = e =1, then (k[G]hv)/ = k[G], . This is an analogue of Theorem 2.2(b),
although now Char (k) > 0, in that in this case k[G], is a QFA, with k[G]h‘h =k[G] =

FlIe] = (k[G],)

F[@} where G is the group of characters of G. But then F[ } = k[G] = k[G ] ‘570 =
klG
@),

connected, Poisson group-scheme of dimension 0 and height 1 dual to tg, ie. Ig =K.

=F [Fg] (by general analysis) which means that G can be realized as a finite,

Finally, a direct easy calculation shows that — letting xj := h9) (o, — 1) € Ax(G)},
and 1 = YD (o, — 1) € (Ak(G) )V (for all g € G\ {1}) — we have also

4Gy = W[ hmiey ] = R [ (Y ey / ({(vrnssy)

(4u(@)7)" = Klnl|[{ w5 hziey'] = Kl [{Zis sy ] / ({25 -z }imisy)

via the isomorphisms given by x* o —Y; s and w* s +— Z; s, from which one also gets the

= ().

(2) A non-Abelian p—group. Let p be a prime number, k be a field with Char (k) =
p >0, and R :=k|[h] as above, so that k[G], = R|G].
Let G = Zyp X Zy2, that is the group with generators v, 7 and relations v = 1,
=1, vrv~t = 7P In this case, Gy = -+ = Gpp) = {1,77 }, Gpi1) = {1}, so
we can take B; = {1/ ,7} and B, = {rP } to form an ordered p-l.c.s..net B := By U B,
w.r.t. the ordering v <7 < 7P. Noting also that J> = {0} (for G[] = {1} ), we have
a c —a—b—c a b c
[ ] @abco [] XVX?XTp @abco []h k P.(V_]_) (7—_1) (7-10_]_)
as k[h]-modules, since d(v) =1=d(r) and d(77)) = p, with A(xy) =x,@1+1® x4+
h(9) Xg ® xg for all g € B. As a direct consequence we have also

Dok X XX © = K[G], - ~ KG) = @, k-7 T T

The two relations v» =1 and 72" = 1 within G yield trivial relations inside k[G] and
-1

analogous descriptions of Ag(G) ,; .

= A = FlKg] and of (4(6);)"]

k[G],, ; instead, the relation v7v~! = 74P turns into [n,,7n,] = n» - T, which gives
[Xv, Xr] = PP72 xpp TV in k[G]hv. Therefore [X,, X7 | = 0p2Xzr . Since [ X7, Xrr] =0=
(%o, Xrr ] (because v7Pr~t = (717P)F = 77" = 12) and {Xy, X7, Xr7 } is a k-basis
of t¢ = L,(G), we conclude that the latter has trivial or non-trivial Lie bracket according
to whether p # 2 or p = 2. In addition, we have the relations y,? = 0, x5 =0 and

XP = x-»: these give analogous relations in k[G] hv o’ which read as formulas for the
0
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p-operation of £g, namely ¥, Pl =0, vm Pl =0, 7 P! =x,».
To sum up, we have a complete presentation for k[G] hv by generators and relations, i.e.
~ vy V9 — Vo V] — AP 2 wg (1 + ho,) (1 + ko,
k[G]h\/ ~ k[h] <’U1,’U2,'U3>/( 102 2 lp » 3( p)( )
v1v3 —v3V1, V1, Vg —UV3, V3, U2U3—VU3V2
via x, — U1, X7 U2, Xre — vg. Similarly (as a consequence) we have the presentation

~ Y1Y2 — Y2 Y1 — 0p 293, Ys — Y3
~ K 7 P, 2
(.92 y3>/( Viys—Ysyis Yl YL, Yeus—Ysyo )

via X, — Y1, Xr — Y2, Xr» — Y3, with p-operation as above and the y;’s being primitive

—

K[G] = k[G],"

Remark: if p # 2 exactly the same result holds for G = Z, xZ,2 , i.e. EZPKsz = EZPXZPQ :
this shows that the restricted Lie bialgebra £ may be not enough to recover the group G.
As for (k[G]hV)/, it is generated by ¢, =v—1, ¢, =7—1, t» = ' 7P(77 = 1), with
relations %p =0, %p = hp_lwﬂ’ ) 1/175 =0, Y Yr =y, = hp_ll/}ﬂ’ (1 +w7) (1 +1/)l/) )
Ve hro — Yrp thy =0, and ¥y re — Yrp b, = 0. In particular (k[G] ﬁv)/ 2 k[G],, and

_ P _ pp—1 _
VY~ Ul Uz —uzul, Uy —HPT Uz, uguz — U3z U2
(klG],") = Kk[A] ul,u2,u;g>/< , urup —usuy — hPug (14 ug) (14 uq), u3p)

via Y, — uy, Yr = uz, Y — us. Letting z; := wy‘h ot 1, 2= wT‘h:0+ 1 and
3= 1/17p|h20 this gives (k[G]h\/)l o k[zl,ZQ,xg]/( —1,20—1,20) as a k-algebra,
with the z;’s group-like, x3 primitive (cf. Theorem D (b)), and Poisson bracket given by
{21,22} =0p221 2203, {ZQ,xg} =0 and {zl,xg} = 0. Thus (k[G]h\/)/ o= F[I'¢] with
I'c = py X pp X @y, as algebraic groups, with Poisson structure such that coLie (I'c) = t¢ .
Since Go = {1} the general theory ensures that Ay(G) = Ak(G). We leave to the in-
terested reader the task of computing the filtration D of Ay(G), and consequerﬁl@eseribe

AR(GY, (AR(G)/)v , m and the connected Poisson group K¢ = Spec (Ax(G)) .

(3) An Abelian infinite group. Let G = Z™ (written multiplicatively, with generators
€1,...,6n ), then k|G| = k[Z"] = [e{d, ...,eX1] (the ring of Laurent polynomials). This
is the function algebra of the algebraic group G,,', i.e. the n—dimensional torus on k (which
is exactly the character group of Z™), thus we get back to the function algebra case.

§ 6 First example: the Kostant-Kirillov structure

6.1 Classical and quantum setting. We study now another quantization of the
Kostant-Kirillov structure. Let g and g* be as in §5.7, consider g as a Lie bialgebra with
trivial Lie cobracket and look at g* as its dual Poisson group, hence its Poisson structure
is exactly the Kostant-Kirillov one.

Take as ground ring R := k[v| (a PID): we shall consider the primes h = v and
h=v —1, and we’ll find quantum groups at either of them for both g and g*.
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To begin with, we assume Char(k) =0, and postpone to §6.4 the case Char(k) > 0.
Let g, := glv] = k[v] ® g, endow it with the unique k[v]-linear Lie bracket [, |,
given by [z,y], :=v[x,y] for all z, y € g, and define

H := Uy (9v) :Tk[y](gu)/({x'y—y-w—V[x,y] |z,yeg}),

the universal enveloping algebra of the Lie k[v]-algebra g, , endowed with its natural
structure of Hopf algebra. Then H is a free k[v|-algebra, so that H € HA and Hp :=
k(v) @k H € HAF (see §1.3); its specializations at v =1 and at v =0 are

H / (v—1)H = U(g) as a co-Poisson Hopf algebra,

H/VH = S(g) = Flg"] as a Poisson Hopf algebra;

in a more suggesting way, we can also express this with notation like H BN i (9),
H iF[g*] . Therefore, H is a QrUEA at h:= (v—1) and a QFA at h := v; thus now
we go and consider Drinfeld’s functors for H at (v—1) and at (v).

6.2 Drinfeld’s functors at (v). Let ()" :HA — HA and ()™ : HA — HA
be the Drinfeld’s functors at (v) ( € Spec(k[v]) ). By definitions J := Ker (e: H — k[v])
is nothing but the 2-sided ideal of H := U(g,) generated by g, itself; thus H"'® , which
by definition is the unital k[v]-subalgebra of Hp generated by JY := v=1J, is just
the unital k[v]-subalgebra of Hp generated by g,'* :=v~!g,. Now consider the k[v]-
module isomorphism ()™ : g, ZigVw = lg, given by 2 2V = v 1z € gV
for all z € g, ; consider on g, := k[v] ® g the natural Lie algebra structure (with trivial
Lie cobracket), given by scalar extension from g, and push it over g," via ( ), so that

nat
v

bialgebra. Consider zV, y" € g,"» (with z, y € g,): then HY» > (zVy" —yVa¥) =
V_Q(a:y — ysc) = v 2[xyl, = viviz,y = vizy = [ac,y]v = [mv,yv} € g, » .
Therefore we can conclude at once that HYe) = U(g,"») = U(gl) .

As a first consequence, (Hv(ﬂ)‘ = U(gﬁat)/u Ul(gpet) = U(g,’}at/u gﬁat) = Ulg),

=0
v—0

that is HY» ———U(g), thus agreeing with the second half of Theorem 2.2 (c).
Second, look at (HV@))/(”)_ Since HY) = U(g,"), and d,(n) = 0 for all n €
U(g,"®) such that d(n) <n (cf. the proof of Lemma 4.2(d)), it is easy to see that

g, is isomorphic to g (i.e. g, carrying the natural Lie bialgebra structure) as a Lie

(HY) = (vg, ) = (vvlau) = Ulay) = H

(hereafter (S) is the subalgebra generated by S'), so (H V<V>)/<”) = H, which agrees with
Theorem 2.2(b). Finally, proceeding as in §5.7 we see that H'¢) = U(vg,), whence

(Hl(u)))y:o: (U(ugy))‘yzog S(gap) = F[gg_ab] where gqp, Tesp. g5_,,, is simply g,
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~

resp. g*, endowed with the trivial Lie bracket, resp. cobracket, so that (H ! <U>)

v=0
S(gap) = F [ggfab] has trivial Poisson bracket. Similarly, we can iterate this procedure

/ v
and find that all further images ( > ((H)'(”))/(“) ) U

many times to H are all isomorphic, hence they all have the same specialization at (v),

(( ((H)’(V>)’<u) _”)’<u>>

6.3 Drinfeld’s functors at (v—1). Now consider (v—1)( € Spec(k[v])), and let
() HA — HA and ()™ :HA — HA be the corresponding Drinfeld’s func-
tors. Set g,/¢» = (v—1)g,, let : g, — g /oD = (v—1)g, be the k[v]-module

of the functor ()™ applied

namely

= S(gab) = F[gg—ab} :
v=0

isomorphism given by z — 2’ := (v—1)z € g,/ for all z € g, , and push over via it the
Lie bialgebra structure of g, to an isomorphic Lie bialgebra structure on g,/ , whose
Lie bracket will be denoted by [, |, . Notice then that we have Lie bialgebra isomorphisms

g= 9’//(’/_1) g = gu'@*l)/(y—l) AR
Since H :=U(g,) it is easy to see by direct computation that

H'eD =((v-1)g,) =U(g,/>"), (6.1)

where g,/ is considered as a Lie k[v]-subalgebra of g, . Now, if 2/, ¢’ € g,/ (with
x, Yy €g,), we have

2y —ya = w-1)(zy—yx) = v-1)"[z,y], = v-1) [z.y], = v-1) [2/,y],. (6.2)

This and (6.1) show at once that (H'e-1) )0 S(Elu'“"”/(”‘” Eul(“_1)> as Hopf
v—1)=0

algebras, and also as Poisson algebras: indeed, the latter holds because the Poisson bracket

{, } of S(g,,’(“—U/(u—l) gy’@—l)) inherited from H'(--1) (by specialization) is uniquely
determined by its restriction to g,’e» /(v—1)g,/» , and on the latter space we have
{, }=1,], mod (r—1)g,/o (by (6.2)). Finally, since g,,’@*l)/(u—l) g,/ =g

as Lie algebras we have (H'<H>) = S(g) = F[g*] as Poisson Hopf algebras, or, in

(1-1)=0
short, H'v-n Y=L F [g*], as prescribed by the “first half” of Theorem 2.2(c).

Second, look at (H’<V*1>)V(H). Since H'-» = U(g,/»), we have that J'o-» :=
Ker (e: H'»-» — klv]) is nothing but the 2-sided ideal of H'~» = U(g,/=1) generated
by g,/ ; thus (H’(V—U)v(”_l), generated by (J’<V—1>)v("_” ;= (v—1)""J') as a unital
k[v]-subalgebra of (H'-0) = Hp, is just the unital k[v]-subalgebra of Hp generated
by (v—1)"'g/o = (v=1)""(v—1) g, = g, , that is to say (H’<V—1>)V(“_1) =U(g,) =H,
according to Theorem 2.2(0).

Finally, for HY® one has essentially the same feature as in §5.7, and the analysis

therein can be applied again; the final result then will depend on the nature of g, in

particular on its lower central series.
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6.4 The case of positive characteristic. Let us consider now a field k such that
Char(k) = p > 0. Starting from g and R := k[v]| as in §6.1, define g, like therein, and
consider H := Uy,)(g,) = Ur(g,). Then we have again

H/(V—l) H="U(g) = u(g[p]oo) as a co-Poisson Hopf algebra,,
H/VH = S(g) = Flg] as a Poisson Hopf algebra

so that H is a QrUEA at h := (v—1) (for the restricted universal enveloping algebra

u(g[p]oo> ) and is a QFA at h := v (for the function algebra F[g*]); so now we study
Drinfeld’s functors for H at (v—1) and at (v).

Exactly the same procedure as before shows again that HY» = U (gl,V(W) , from which

it follows that (HVW))‘ >~ U(g), i.e.in short HY® =0, U(g), which is a result quite
“parallel” to the second half of Theorem 2. 2( c).

Changes occur when looking at (HVW)) : since HY») =U(g,») = u((gl,V(W)[p]oo)

we have d,(n) = 0 for all n € u((gl,v(w)[p]oo) such that d(n) < n w.r.t. the standard

filtration of u((g,,v(ﬂ)[p}oo> (cf. the proof of Lemma 4.2(d), which clearly adapts to the

present situation): this implies
(Hv(u))/(V) — <]j . <gy\/(y))[p}oo> ( C u(l/ . (gy\/(u>)[p]oo> )
which is strictly bigger than H, because <1/ . (g,,Wu))[ > < . (g V(v) )[p]n> =
n>0

= <gy +vir{ar |z eg} + Vl‘p2{:vp2 T € gu} = > Ulgy) =
Finally, proceeding as above it is easy to see that H't) = <1/P > = <V g[P]OO>

whence, letting g:=vg and 7 :=vx for all x € g, we have

o =@ [ ({25- 95 -2l 2 - 07150 | a2 e 0})

f,g,%@}) =Sk(gab)/({zp!z€9})=

= F[gg_ab]/({ zp‘ z € g}) that is H'® = Flgs_ ab]/({ zp’ ZEg }) as Poisson
Hopf algebras, where g, and g5_, are as above Therefore H'® is a QFA (at h = v ) for

a non-reduced algebraic Poisson group of height 1, whose cotangent Lie bialgebra is the
vector space g with trivial Lie bialgebra structure: this again yields somehow an analogue
of part (c) of Theorem 2.2 for the present case. If we iterate, we find that all further images

v '@ : R :
<-- : ((H)/(”)/( ). ) of the functor ()'® applied to H are all pairwise isomorphic, so

(- (o)) = Sew)/ (|2 ca)) = Flgiul /(] z€ ).

v=0
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Now for Drinfeld’s functors at (¥—1). Up to minor changes, with the same procedure
and notations as in §6.3 we get analogous results. First, an analogue of (6.1), namely

H'e-1) = <(1/—1) . P(U(gy))> = <(1/—1) (gy)[p]oo> = <<(g,,)[p]oo>/(ul)> , holds and yields

H'e = Tg (((g»“’]“)“”‘”) / ({ 'y —y (=1 [ y], @) (=1 (@)
nre 0 })

(u—l):og Sﬂ((g)/({mp ‘ x € 9}) = F[g*]/({xp ‘ x € 9}) as
Poisson Hopf algebras: in short, H'(+D vl F[g*]/({ |z eg }) '

and consequently H'(-1

: . - ') o :
Iterating, one finds again that all ( e ((H)/(”))/( ... ) are pairwise isomorphic, so

(- ey ) S /(27| e0)) = Plas-al /(1] 2e5))

(r—1)=0

V(1)

Further on, one has (H’<H>)V(”_” = <(1/—1) (gy)[p]oo> ={((v-1)""(v-1)g,) =
= (g,) = Ur(g,) = H, which perfectly agrees with Theorem 2.2(b).

Finally, as for HY® one has again the same feature as in §5.7: one has to apply the
analysis therein, however, the p—filtration in this case is “harmless”, since it is essentially
encoded in the standard filtration of U(g). In any case the final result will depend on the
properties of the lower central series of g.

Second, we assume in addition that g be a restricted Lie algebra, and we consider
H := wyp(g,) = ur(g,). Then we have

H/(V—l) H = u(g) as a co-Poisson Hopf algebra,,

H/I/H = S(g)/({ Flzeg}) = F[g*]/({ lzeg}) as a Poisson Hopf algebra
which means that H is a QrUEA at h:= (v—1) (for u(g)) and is a QFA at h:= v (for
F[g*]/({ 2P| z € g})); we go and study Drinfeld’s functors for H at (v—1) and at (v).
As for HV® | it depends again on the p—operation of g, in short because the I-filtration
of u,(g) depends on the p-filtration of g. In the previous case — i.e. when g = hPI™ for
some Lie algebra h — the solution was a plain one, because the p—filtration of g is “encoded”
in the standard filtration of U(h); but the general case will be more complicated, and in
consequence also the situation for (H Vo) )/(”) , since HY» will be different according to the
nature of g. Instead, proceeding exactly like before one sees that H't) = <V P(u(gy))> =

<Vg> , whence, letting g:=vg and 2 :=vz for all x € g, we have

—~—

H”(U) :Tk[y]<g)/<{i'g—g-%—y2 [aj‘,y], 2P_Vp—1;[\ﬂ’ :E;ywzeg})



60 FABIO GAVARINI

so that H'» ”—*%Tk(g)/({aég—m, | &5.7€5)) = Sulow) /({7 |z€0}) =

= F[gg—ab]/({ Zp‘ Z € g}), that is H'® o~ F[gg_ab]/({ zp‘ Z€g }) as Poisson
v=0
Hopf algebras (using notation as before). Thus H'® is a QFA (at h = v) for a non-reduced

algebraic Poisson group of height 1, whose cotangent Lie bialgebra is g with the trivial Lie
bialgebra structure: so again we get an analogue of part of Theorem 2.2(c). Moreover,

. . . v "1 . .
iterating again one finds that all < ((H )’(”))/( D ) are pairwise isomorphic, so

(v-1)

(. .. ((H)’w—l))’((”—l). . )

=~ S(au) [ ({2"] 2€8}) = Flos_w] [ ({+"]| z€0}) -

(r—1)=0

As for Drinfeld’s functors at (v—1), the situation is more similar to the previous case

of H="Ug(g,). First H'¢- = <(V—1) : P(u(gu))> =((v—1)g,) =: (g,/*"), hence

H'ew = (a0 / ({#y —va' - -1y, &) = =17 (&0
een})

( 1)_0NS'1< /({xp‘xeg}) 9]/({1'17‘:1:69}) as Poisson
Hopf algebras, that is H'(1) —— i F[g*]/({ xP ‘ TEgQ }) . Tteration then shows that all

thus again H't-»

v () . . .
<~~ . ((H)/(”>)/( V.. ) are pairwise isomorphic, so that again

(. .. ((H)'(H))’«H). B )’(vl)

> S(aw) /({2"] ze0}) = Flai-ul /({7 | €8})

(r-1)=0

Further, we have (H’<V*1>)V(”’1> = <(V—1)g,,>v(”’1) ={((wv-1)""(w-1)g,) = (g) =
= ug(g,) =: H, which agrees at all with Theorem 2.2(b). Finally, HY- again has the
same feature as in §5.7: in particular, in this case the final result will strongly depend both
on the properties of the lower central series and of the pfiltration of g.

6.5 The hyperalgebra case. Let k be again a field with Char (k) = p > 0. Like in
§5.12, let G be an algebraic group (finite-dimensional, for simplicity), and let Hyp (G) :=
(F[G]O)6 ={¢ € F[G]°|¢(m) =0,Yn>0} be the hyperalgebra associated to G .

For each v € k, let g, := (g,[, ],) be the Lie algebra given by g endowed with the
rescaled Lie bracket [ , ], :=v[ , | . By general theory, the algebraic group G is uniquely
determined by a neighborhood of the identity together with the formal group law uniquely
determined by [ , | : similarly, a neighborhood of the identity of G together with [ , |,
uniquely determines a new connected algebraic group G, , whose hyperalgebra Hyp (G,)
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is an algebraic deformation of Hyp (G); moreover, GG, is birationally equivalent to G, and
for v # 0 they are also isomorphic as algebraic groups, via an isomorphism induced by
g=g,, r+— v 'z (however, this may not be the case when v = 0). Note that Hyp (Gy)
is clearly commutative, because G is Abelian: indeed, we have

Hyp(Go) = Sk<g(p)oo)/<{xp }xeg(moo) = FKQ(p)OO)*] /<{ y" }yeg<p>°°>

where g™ := Span ({x(pn) ‘x €g,n € N}) . here as usual ("™ denotes the n-th
divided power of = € g (recall that Hyp (G), hence also Hyp(G,), is generated as an
algebra by all the 2(")’s, some of which might be zero). So Hyp (Go) = F[I'] where I'is a
connected algebraic group of dimension zero and height 1: moreover, I is a Poisson group,
with cotangent Lie bialgebra g(?)™ and Poisson bracket induced by the Lie bracket of g.
Now think at v as a parameter in R :=k[v]| (asin §6.1), and set H := k[v|®xHyp (G,).
Then we find a situation much similar to that of §6.1, which we shall shortly describe.
Namely, H is a free k[v]-algebra, thus H € HA and Hp :=k(v) @) H € HAFR (see

§1.3); its specialization at v =1 is H/(l/—l) H = Hyp(G,) = Hyp(G), and at v =0
is H/VH = Hyp(Gy) = F[I'] (as a Poisson Hopf algebra), or H-=L Hyp (G) and

=2 F[I'],i.e. H is a “quantum hyperalgebra” at := (v —1) and a QFA at h:=v.
Now we study Drinfeld’s functors for H at h = (v—1) and at h=v.

First, a straightforward analysis like in §6.2 yields HY» = k[v] ® Hyp(G) (in-
duced by g = g,, x — v~ lz) whence in particular (HW”))‘V_O >~ Hyp(G), that is

HYo) V—%>Hyp(G). Second, one can also see (essentially, mutatis mutandis, like in
§6.2) that (HV®)'™ = H, whence (HY®) ™| = H’V:o = Hyp(Go) = F[I7.

v=0

At h = (r—1), we can see by direct computation that H't:-1 = <(g(p)oo)/(”_1)> where
(g(p)oo)“”’l) := Span <{ (v —1)P" ") ‘x ceg,neN }) . Indeed the structure of H'¢:—1)
depends only on the coproduct of H, in which v plays no role; therefore we can do the
same analysis as in the trivial deformation case (see §5.12): the filtration D of Hyp(G,)
is just the natural filtration given by the order (of divided powers), and this yields the
previous description of H'*-1 . When specializing at v =1 we find

H’(u—m/(,,_l)H’(u—l) o Sk(g(p)‘”>/<{ P }xeg@)“) = Hyp(Gy) = FI[I

as Poisson Hopf algebras: in a nutshell, H'*-v is a QFA, at h = v—1, for the Poisson group
I'. Similarly H'» = <(g(p)°°)/(V)> with (g(p)oo)/(”) := Span <{ vl (") ):1; cg,neN }) ;
thus on the upshot we have

H'<u>/y H® =~ 8, (gg’;)w)/<{ x? }xeg(p)oo> = F[law]
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where g, is simply g with trivialized Lie bracket and [',; is the same algebraic group

as I' but with trivial Poisson bracket: this comes essentially like in §6.2, roughly because
{vz,vy} = (V_l[yx,yy])‘uio = (v 113z, ylg) . (I/-I/[ﬂ?,y]g)‘ o 0 (z,y €9).

Finally, we have (H’<V*1>)v(”*1) = <{ (v —1)P" L zP") ‘$ €g,nc N}> & H and
(Hl‘”))v(y) = <{ P g (P") ‘a: €g,neN }> & H, by direct computation. For HY -1

we have the same features as in §5.7: the analysis therein can be repeated, the upshot de-

pending on the nature of G (or of g, essentially, in particular on its p—lower central series).

§7 Second example: quantum SLs, SL,, finite and affine Kac-Moody groups

7.1 The classical setting. Let k be any field of characteristic p > 0. Let G :=
SLo(k) = SLo; its tangent Lie algebra g = sly is generated by f, h, e (the Chevalley
generators) with relations |h,e] = 2e, [h, f] = —=2f, [e, f] = h. The formulas §(f) =
h®f—f®h, §(h) =0, dle¢) =h®e—e® h, define a Lie cobracket on g which gives
it a structure of Lie bialgebra, corresponding to a structure of Poisson group on G. These
formulas give also a presentation of the co-Poisson Hopf algebra U(g) (with the standard
Hopf structure). If p > 0, the p—operation in sls is given by el =0, flrl =0, nlrl =p.

On the other hand, F[SLs] is the unital associative commutative k—algebra with gen-
erators a, b, ¢, d and the relation ad — bc = 1, and Poisson Hopf structure given by

Ala)=a®a+b®c, A)=a®@b+bd, Alc)=c®Ra+d®@c, Ald)=c®b+d®d
e(a)=1, ¢(b)=0, €(c)=0, e(d) =1, S(a)=d, SOb)=-b, S(c)=—-c, Sd)=a
{a,b} =ba, {a,c}=ca, {bc}=0, {d,b}=-bd, {d,c}=—cd, {a,d}=2bc.

The dual Lie bialgebra g* = slo* is the Lie algebra with generators f, h, e, and relations
[h,e] = e, [h,f] = f, [e,f] = 0, with Lie cobracket given by §(f) = 2(f®@ h —h ® f),
d(h)=exf—f®e, dle) =2(h®e—e®h) (we choose as generators f:= f*, h:=h*,
e := e*, where {f*,h*, e*} is the basis of sly" which is the dual of the basis {f, h,e} of
sly ). This again yields also a presentation of U (sly"). If p > 0, the p-operation in sly*
is given by el?! =0, flPl =0, hlPl = h. The simply connected algebraic Poisson group
whose tangent Lie bialgebra is sly" can be realized as the group of pairs of matrices (the
left subscript s meaning “simply connected”)

s ={((50) G 2))

This group has centre Z := {(I,I),(—1,—I)}, so there is only one other (Poisson) group
sharing the same Lie (bi)algebra, namely the quotient ,SLo" := (SLo* / Z (the adjoint

x,yek,zek\{O}} < SLs x SLy .
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of (SLy", as the left subscript a means). Therefore F[;SLy*] is the unital associative
commutative k-algebra with generators z, z*!, y, with Poisson Hopf structure given by

Aw) =z +20z, Al) =, Al =yos ' +20y
e(x)=0, e(zF) =1, €(y) =0, S(x)=—x, S(*F) =27, Sy) =-y
{l',y}: (22—272)/2, {Zil,x}zixzil, {ziljy}:q:zily

(N.B.: with respect to this presentation, we have f = 8y|e , h=2z2 8z|e , € =0y|_, where e
is the identity element of ;SLo" ). Moreover, F [aS Lg*] can be identified with the Poisson
Hopf subalgebra of F’ [5 SLQ*] spanned by products of an even number of generators — i.e.

+2 and 2z~ ly.

monomials of even degree: this is generated, as a unital subalgebra, by xz, z

In general, we shall consider g = g” a semisimple Lie algebra, endowed with the Lie
cobracket — depending on the parameter 7 — given in [Gal], §1.3; in the following we
shall also retain from [loc. cit.] all the notation we need: in particular, we denote by @,

resp. P, the root lattice, resp. the weight lattice, of g, and by r the rank of g.

7.2 The® QrUEAs U,(g). We turn now to quantum groups, starting with the sl case.
Let R be any domain, i € R\ {0} an element such that R/hR = k; moreover, letting
q := h+1 we assume that ¢ be invertible in R, i.e. there exists ¢~ ! = (h + 1)71 €R. Eg.,
one can pick R := ]k[q, q_l] for an indeterminate ¢ and h:=¢g — 1, then F(R) =k(q).

Let U,(g) = Uy(sl2) be the associative unital F'(R)-algebra with (Chevalley-like) gen-
erators F, K*1 E, and relations

K—-K!
KK '=1=K 'K, K*'F =¢P?FK*", K*'E = ¢’ EK*' | EF-FE= ————— .
q—4q
This is a Hopf algebra, with Hopf structure given by
AF)=FK '4+10QF, A(K*F) = K @ K+, AE)=E®1+K®E
e(F)=0, e(K*') =1, ¢(E)=0, S(F)=-FK, S(K*')=K%, S(E)=-K 'E.
K—-1
Then let U,(g) be the R-subalgebra of U,(g) generated by F, H := T
q p—
I' = ————, K¥, E. From the definition of U,(g) one gets a presentation of U, (g)
qa—q

as the associative unital algebra with generators F, H, I, K*! E and relations

KK '=1=K'K, K*®H=HK*, K*fr=rkK+*'. HI=TH
(¢-1)H=K-1, (¢—¢ )I'=K-K ', HA+K ')=(14¢ ")[', EF-FE=T
K*¥'F=¢PFK*, HF=q¢?FH-(¢+1)F, T'F=q¢?FI—(q¢+q')F
K*¥'E=¢®FEK*, HE=q7FEH+ (q+1)E, I'E=q¢"™El+ (q+q ')E

5In §§7-9 we should use notation Uy_1(g) and F,_1[G], after Remark 1.5 (for ~ = g — 1); instead,
we write Uq(g) and Fy[G] to be consistent with the standard notation in use for these quantum algebras.
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and with a Hopf structure given by the same formulas as above for F, K1, and E plus

AN=T®K+K'el, €I)=0, S(I')=-T
AH) =Ho1+K®H, e((H)=0, SH)=-K'H.

Note also that K =14 (¢—1)H and K ' =K—(¢q—¢ ) [ =1+(q—1)H—(¢—q¢ )T,
hence U,(g) is generated even by F, H, I' and E alone. Further, notice that

Ug(g) = free F(R)-module over { F*K*E? ‘ a,d €N,z € Z} (7.1)
U,(g) = R-span of {F“HchEd ‘ a,b,c,d € N} inside U,(g) (7.2)

which implies that F(R)®rU,(g) = U,(g) . Moreover, definitions imply at once that U,(g)
is torsion-free, and also that it is a Hopf R-subalgebra of U,(g). Therefore U,(g) € HA,
and in fact U,(g) is even a QrUEA, whose semiclassical limit is U(g) = U(slz), with the
generators F, K*' H, I', E respectively mapping to f, 1, h, h, e € U(sly) .

It is also possible to define a “simply connected” version of U,(g) and U,(g), obtained
from the previous ones — referred to as the “adjoint (type) ones” — as follows. For U,(g),
one simply adds a square root of K*! call it L*!, as new generator; for Uq(g) one adds
I —

q—
that U,(g) is another quantization (containing the “adjoint” one) of U(g) .

the new generators L*! and also D := . Then the same analysis as before shows

In the general case of semisimple g, let U,(g) be the Lusztig-like quantum group —
over R — associated to g =g as in [Gal], namely U,(g) := U,",(g) with respect to the
notation in [loc. cit.], where M is any intermediate lattice such that @ < M < P (this is
just a matter of choice, of the type mentioned in the statement of Theorem 2.2(¢c)): this is
a Hopf algebra over F'(R), generated by elements F;, M;, E; for i =1,... 7 =: rank(g) .

Then let U,(g) be the unital R-subalgebra of U,(g) generated by the elements F;, H; :=

M;—1 K, — K !
— 1 L =, Miﬂ, E; , where the K; = M, are suitable product of M;,’s,
q— q9—4q
defined as in [Gal], §2.2 (whence K;, K; ' € U,(g)). From [Gal], §§2.5, 3.3, we have that

U, (g) is the free F'(R)-module with basis the set of monomials

n

{ I re T0 0

acdt i=1 acdt

foasea €N, 2z, €7, ‘v’a€<1>+,i:1,...,n}

while U,(g) is the R—span inside U,(g) of the set of monomials

R | R G |
i=1 j=1

acdt acdt

fa,ti,Cj,€a€N Va€¢>+,i,j:1,...,n}

(hereafter, ®* is the set of positive roots of g, each E, , resp. F, , is a root vector attached
to a € 1, resp. to —a € (—®1), and the products of factors indexed by ®* are ordered
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with respect to a fixed convex order of ®T, see [Gal]), whence (as for n = 2) U,(g) is a
free R—module. In this case again U,(g) is a QrUEA, with semiclassical limit Uf(g).

7.3 Computation of U,(g) and specialization Uq(g)/q;1>F[G*] . We begin

with the simplest case g = sly. From the definition of U,(g) = U,(sl2) we have (Vn € N)

5n(E) = (ld — €)®n<An(E')) _ (ld . 6)®n < 278121[(@(3—1) QE® 1®(n—s)> _

=(id- " (K*" Vep)=(K-1)*"VeEp=(-1)"" H"DeE

from which 6, ((g —1)E) € (¢ —1)"Uq(g) \ (¢ — 1)""'U,(g), whence (¢ —1)E € U,(g),
whereas E ¢ U,(g)". Similarly, (¢ — 1)F € U,(g)’, whilst F ¢ U,(g)’. As for generators
H, I') K*¥', we have A"(H) =" K®¢"D g H @190 Ar(K+) = (Kil)®”,
AMD) ="  K®tVeI'e (K_1)®(n_s), hence for 8, = (id — €)®" o A™ we have

ou(H) = (g—1)" - HO" 6" (K) = (g—1)" (=K "H)™"

5”(K) = (q - 1)" .H®n, (5n([’) = (C] _ 1)n—1 . i (_l)nszQ@(s—l) @I'® (HK_1)®(n—s)
s=1

for all n € N, so that (¢—1)H, (¢—1)I", K*' € U,(g)"\ (¢ — 1)U,(g)". Therefore U,(g)’
contains the subalgebra U’ generated by (¢—1)F, K, K=, (¢—1)H, (¢—1)I", (¢—1)E.
On the other hand, using (7.2) a thorough — but straightforward — computation along
the same lines as above shows that any element in Uq(g)' does necessarily lie in U’ (details
are left to the reader: everything follows from definitions and the formulas above for A™).
Thus U,(g)" is nothing but the subalgebra of U, (g) generated by F := (¢ —1)F, K, K,
H:= (¢g—1)H, T := (¢q— 1T, E := (¢ — 1)E; notice also that the generator H is
unnecessary, for H = K — 1. As a consequence, U, (g)/ can be presented as the unital
associative R—algebra with generators F, ', K*' F and relations

KK '=1=K 'K, K¥'I'=T'K*, 1+¢ ) J['=K-K™', FF —FE=(¢— 1T

K-K'=(1+q¢"I', K*F=¢PFK*, K%E=¢?EK*
I'F=q¢ T~ (¢-1)(q¢+q¢ ")F, I'E=qPEl+(q-1)(¢+q ")E

with Hopf structure given by

A(F)=FK'+1®F, e(F)=0, S(F)=-FK

AM)=T'®9K+K'er, eI =0, S(I)=-I
A(K*) = K @ K1, (K1) =1, S(K*) = K¥
AE)=E®1+K®FE, e(E) =0, S(E)=-K'E.

When ¢ — 1, an easy direct computation shows that this gives a presentation of the
function algebra F [QSLQ*}, and the Poisson structure that F [QSLQ*} inherits from this
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quantization process is exactly the one coming from the Poisson structure on ,SL>": in
fact, there is a Poisson Hopf algebra isomorphism

Uye)' /(0 ) Uye) —=—Fl.5L5] (€ FL.SL5])

given by: E mod (¢ —1) — zz, K*' mod (¢ —1) — 2¥2, H mod (¢ —1) — 22 — 1,
I’ mod (¢ — 1) — (2 — 2_2)/2, F mod (¢ — 1) — z'y. In other words, U,(g)’
specializes to F [aSLg*} as a Poisson Hopf algebra. Note that this was predicted by
Theorem 2.2(c) when Char (k) = 0, but our analysis now proved it also for Char(k) > 0.

Note that we got the adjoint Poisson group dual of G = SLs, that is ,SLs" ; a different
choice of the initial QrUEA leads us to the simply connected one, i.e. (SLs". Indeed, if
we start from the “simply connected” version of U,(g) (see §7.2) the same analysis shows
that U, (g)/ is like above but for containing also the new generators L*!, and similarly
when specializing ¢ at 1: thus we get the function algebra of a Poisson group which is
a double covering of ,SLs", namely ¢SLs". So changing the QrUEA quantizing g we get
two different QFAs, one for each of the two connected Poisson algebraic groups dual of
SLo, i.e. with tangent Lie bialgebra sly" ; this shows the dependence of the group G* (here
denoted G* since g* =g*) in Theorem 2.2(c) on the choice of the QrUEA (for a fixed g).

With a bit more careful study, exploiting the analysis in [Gal], one can treat the general
case too: we sketch briefly our arguments — restricting to the simply laced case, to simplify
the exposition — leaving to the reader the (straightforward) task of filling in details.

So now let g = g” be a semisimple Lie algebra, as in §7.1, and let U,(g) be the QrUEA
introduced in §7.2: our aim again is to compute the QFA U, (9)".

The same computations as for g = s[(2) show that §,(H;) = (¢—1)""1- H®" and
(L) = (g— 1)t ()" HEC Y @ e (H K™, which gives
Hi = (¢~ 1)H; € Uy(@)'\ (¢ = 1) Ug(9)" and I3:=(q—1)I; € Uy(g)'\ (a4 1) Uglg)".

As for root vectors, let E, := (¢ — 1)E, and F, := (¢ — 1)F, for all v € &%
using the same type of arguments as in [Gal]®, §5.16, we can prove that E, ¢ U,(g)’
but E, € Uy(g) \ (¢ — 1)U (g)". In fact, let Uy(b,) and U,(b_) be quantum Borel
subalgebras, and U}, U5, UY o, U their R-subalgebras defined in [Gal], §2: then
both U,(b;) and U,(b_) are Hopf subalgebras of Uy(g); in addition, letting M’ be the
lattice between @) and P dual of M (in the sense of [Gal], §1.1, there exists an F'(R)—valued
perfect Hopf pairing between U (bi) and U (bq:) one built up on M and the other on M’

— sueh that 907, = (UL ), o= (W) wys = (wrl) s and wo = (wrh)

6Note that in [Gal] the assumption Char(]) = 0 is made throughout: nevertheless, this hypothesis is
not necesary for the analysis we are concerned with right now!
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Now, (q — q_l)Ea €Uy~ = <5JM' ) , hence — since ilé‘jfg is an algebra — we have
A((q - qfl)Ea) <5JM< @ L ) (LlM/ ) (ﬂM/ ) = Uy ®U,' . Therefore, by
definition of ¢}- and by the PBW theorem for it and for il < (cf. [Gal], §2.5) we have
that A(( _1)Ea) is an R—linear combination like A((q—q 1)Ea) = ZT A£1)®A7(~2)
in which the Agj)’s are monomials in the M;’s and in the F,y’s, where F,y = (q — q_l)E7
for all v € &% : iterating, we find that A’ ((q — q_l)Ea> is an R-linear combination

Ag((q - q’l)Ea> = AVRAP ... AW (7.3)
in which the Aq(ﬂj )'s are again monomials in the M;’s and in the Ev’s. Now, we distinguish
two cases: either AY) does contain some E,(€(q—q*)Uy(g)), thus e<A7(nj)> =AY ¢
(¢ —1)U,y(g) whence (id —€) (A@) = 0; or AY) does not contain any E, and is only a

monomial in the M;’s, say AY = [T, M{™: then (id — €) (A,(nj)> =1, M —1=
[T 1 ((g—1)H, + 1) —1€(¢g—1)U,(g). In addition, for some “Q-grading reasons”

(as in [Gal], §5.16), in each one of the summands in (7.3) the sum of all the +’s such
that the (rescaled) root vectors E., occur in any of the factors Ag,l), Ag), cee A&”) must

be equal to a: therefore, in each of these summands at least one factor E,y does occur.
The conclusion is that 6 (Es) € (1+¢71)(g — 1)° U, (9)®° (the factor (1+¢7') being
there because at least one rescaled root vector F7 occurs in each summand of (Ea) ,
thus providing a coefficient (q — q_l) the term (1 + q_l) is factored out of), whence
de (Ea) € (g—1)* Uq(g)w . More precisely, we have also d, (Ea) Z (qg—1)*! Uq(g)w , for
we can easily check that A’ (Ea) is the sum of M, @ M, @ --- @ M, ® E, plus other
summands which are R-linearly independent of this first term: but then dy (Ea) is the
sum of (g — 1)8_1Ha QH,® Q@ Hy®E, (where H, := ]\f]a:ll is equal to an R-linear
combination of products of M;’s and H;’s) plus other summands which are R-linearly
independent of the first one, and since Hy, @ Ho ®@---@ Ho @ Eo ¢ (q—1)? Uq(g)w we can
conclude as claimed. Therefore dp (Ea) € (¢g—1)° Uq(g)®€ \ (¢ — 1)+t Uq(g)w, whence
we get Fo = (q—1)Eq € Uy(9) \ (¢ — 1) Uy(g)" Vo€ ®F. An entirely similar analysis
yields also F, := (¢ —1)F, € Uy(g)' \ (¢ — 1) U,(g)" YVa € ®T.

Summing up, we have found that U,(g )/ contains for sure the subalgebra U’ generated
by F., H;, I, E, forall @« € ®* and all i =1,...,n. On the other hand, using (7.2)
a thorough — but straightforward — computation along the same lines as above shows

that any element in U,(g)" must lie in U’ (details are left to the reader). Thus finally
U,(g)" = U’, so we have a concrete description of U,(g)’.

Now compare U’ = U,(g)" with the algebra Uy (g) in [Gall, §3.4 (for ¢ = 0), the
latter being just the R—subalgebra of U,(g) generated by the set { Fo,M; E, | acdt =
1,....n } . First of all, by definition, we have U}/ (g) C U’ = Uq(g)/; moreover,
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(Ua(0)), = Uals)' /(a = 1) Ugle)’ = U (a) [(a = DU (a) = F[GY]

where G7, is the Poisson group dual of G = G with centre Z(G%,) = M/Q and
fundamental group m1(G%,) = P/M, and the isomorphism (of Poisson Hopf algebras)
on the right is given by [Gal], Theorem 7.4 (see also references therein for the original
statement and proof of this result). In other words, Uy,(g)" specializes to F[G%,] as a
Poisson Hopf algebra, as prescribed by Theorem 2.2. By the way, notice that in the present
case the dependence of the dual group G* = G%, on the choice of the initial QrUEA (for
fixed g) — mentioned in the last part of the statement of Theorem 2.2(¢c) — is evident.
By the way, the previous discussion applies as well to the case of g an untwisted affine
Kac-Moody algebra: one just has to substitute any quotation from [Gal] — referring to
some result about finite Kac-Moody algebras — with a similar quotation from [Ga3] —

referring to the corresponding analogous result about untwisted affine Kac-Moody algebras.

7.4 The identity (Uq(g)/)v = Uy(g). In the present section we check that part of
Theorem 2.2(b) claiming that, when p = 0, one has H € QrUEA — (H')v = H for
H =U,(g) as above. In addition, our proof now will work for the case p > 0 as well. Of
course, we start once again from g = sls.

Since e(F) = e(H) = e(F) = e(E) = 0, the ideal J := Ker(e: Uy(g) — R)
is generated by F, H, I, and F. This implies that J is the R—span of {F“DH“I.WE.” ’

€ —1
(.,7,m) € N'\{(0,0,0,0)}} . Now I = Ker (Uy(g)' — R———k) = (q=1)-Uy(g)'+/,
therefore we get that (Uq(g)/)v = ns0 ((q - 1)_1I> is generated, as a unital R-
subalgebra of U,(g), by the elements (q — 1)_1F =F, (q— 1)_1H =H, (¢ — 1)_1f =T,
(g —1)""E = E, hence it coincides with U,(g), q.e.d.

An entirely similar analysis works in the “adjoint” case as well; and also, mutatis mu-
tandis, for the general semisimple or affine Kac-Moody case.

7.5 The quantum hyperalgebra Hyp ,(g). Let G be a semisimple (affine) algebraic
group, with Lie algebra g, and let U,(g) be the quantum group considered in the previous
sections. Lusztig introduced (cf. [Lul-2]) a “quantum hyperalgebra”, i.e. a Hopf subalgebra
of Uy(g) over Z[q, q_l] whose specialization at ¢ = 1 is exactly the Kostant’s Z—integer
form Uyz(g) of U(g) from which one gets the hyperalgebra Hyp(g) over any field k of
characteristic p > 0 by scalar extension, namely Hyp (g) = k ®z Uz(g). In fact, to be
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precise one needs a suitable enlargement of the algebra given by Lusztig, which is given
in [DL], §3.4, and denoted by I'(g). Now we study Drinfeld’s functors (at h=¢ —1) on
Hyp ,(9) == R®zq,q-1 I'(g) (with R like in §7.2), taking as sample the case of g = sl .

Let g = sly. Let Hyp?(g) be the unital Z[q,¢~']-subalgebra of U,(g) (say the one
of “adjoint type” defined like above but over Z[q, q_l}) generated the “quantum divided

K; T K — 1
powers” F(") .= F"/[n]q! : ( ’ C) = ¢
1

, B = E"/[n]q! (for all n €

n q° —1

s=1

N, c€Z) and by K1, where [n],! = T1— [s], and [s], = (¢° — q_s)/(q— g~') for all

n, s € N. Then (cf. [DL]) this is a Hopf subalgebra of U,(g), and Hyp?(g)’ X = Uy(g);
q:

therefore Hyp ,(g) := R ®z[q,q-1] Hypg(g) (for any R like in §7.2, with k := R/hAR and

p := Char(k) ) specializes at ¢ = 1 to the k-hyperalgebra Hyp (g). Moreover, among all

the (Kn;c> ’s it is enough to take only those with ¢ = 0. From now on we assume p > 0.

Using formulas for the iterated coproduct in [DL], Corollary 3.3 (which uses the opposite
coproduct than ours, but this doesn’t matter), and exploiting the PBW-like theorem for
Hyp ,(g) (see [DL] again) we see by direct inspection that Hypq(g)/ is the unital R-
subalgebra of Hyp ,(g) generated by K ! and the “rescaled quantum divided powers”

(q—1D"F™ | (¢g—1)" <KT§LO> and (¢ —1)"E™ for all n € N. Since [n],! = n! =0
q:

iff p ’n, we argue that Hypq(g)/ is generated by the corresponding specializations

[y

q:
of (q— 1)pSF(pS) , (¢ — 1)ps (I;;()) and (¢ — l)psE(pS) for all s € N: in particular this

shows that the spectrum of Hyp q(g)/ has dimension 0 and height 1, and its cotangent

qg=1
Lie algebra J/J2 — where J is the augmentation ideal of Hypq(g)/‘ — has basis
q=1

{(q—l)psF(ps), (q—l)ps(ﬁo) (q=1)" BE®) mod (¢—1) Hyp,(g)" mod J? | s € N}~
Furthermore, (Hypq(g)’)v is generated by (¢ — 1)pS*1F(pS)’ (¢ — 1)108*1 (I;;so) CK!

51 pe . : v
and (¢ —1)” “"E®") for all s € N: in particular we have that (Hypq(g)/) S Hyp ,(g),
and (Hyp q(g)/)v‘ is generated by the cosets modulo (¢ — 1) of the previous elements,

q=1

which do form a basis of the restricted Lie bialgebra € such that (Hyp q(g)/)v’ = u(t).
g=

We performed the previous study using the “adjoint” version of U,(g) as starting point:
instead, we can use as well its “simply connected” version, thus obtaining a “simply con-
nected version of Hyp ,(g)” which is defined exactly like before but for using L*! instead
of K*! throughout; up to these changes, the analysis and its outcome will be exactly
the same. Note that all quantum objects involved — namely, Hyp ,(g), Hypq(g)/ and
(Hyp q(g)/)v — will strictly contain the corresponding “adjoint” quantum objects; on the
other hand, the semiclassical limit is the same in the case of Hyp ,(g) (giving Hyp (g),
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in both cases) and in the case of (Hypq(g)’)v (giving u(€), in both cases), whereas the
semiclassical limit of Hyp q(g)/ in the “simply connected” case is a (countable) covering of
that in the “adjoint” case.

The general case of semisimple or affine Kac-Moody g can be dealt with similarly,
with analogous outcome. Indeed, Hyp? (g) is defined as the unital Z[q, qil]—subalgebra
of Uy(g) (defined like before but over Z[q, q_l]) generated by K; ! and the “quantum

divided powers” (in the above sense) Fi(n) , (K;;C> , Ei(n) forall ne N, c€Z and i =
1,...,rank(g) (notation of §7.2, but now each divided power relative to 4 is built upon g;,

see [Gal]). Then (cf. [DL]) this is a Hopf subalgebra of U, (g) with Hyp?(g)‘ : ~ Uz(g),
q:

so Hyp,(g) == R ®z[q,q-1 Hyp?(g) (for any R like before) specializes at ¢ = 1 to the
k—hyperalgebra Hyp (g); and among the (K:; C) ’s it is enough to take those with ¢ = 0.

Again a PBW-like theorem holds for Hyp,(g) (see [DL]), where powers of root vec-

tors are replaced by quantum divided powers like Fo(én) , (K;;C K, Ent(n/2) and E&n) ,

for all positive roots a of g (each divided power being relative to ¢, see [Gal]) both in
the finite and in the affine case. Using this and the same type of arguments as in §7.3
— i.e. the perfect graded Hopf pairing between quantum Borel subalgebras — we see by
direct inspection that Hypq(g)/ is the unital R-subalgebra of Hyp ,(g) generated by the

K Vs and the “rescaled quantum divided powers” (go — 1)nFo(ﬁ) , (@ —1)" (K“O> and

(2 n

(g — )"ESY for all n € N. Since [n],.!

[e7

=n! =0 iff p|n, one argues like before

qg=1
that Hyp q(g)" is generated by the corresponding specializations of (g, — 1)” % R ,

(¢; — 1" (K;S;O) and (ga — 1)” EP) for all s € N and all positive roots a: this

shows that the spectrum of Hypq(g)/‘ has (dimension 0 and) height 1, and its cotan-
g=1

gent Lie algebra J / J? (where J is the augmentation ideal of Hypq(g)/‘ ) has basis
qg=1

{@a= D" FE), (g:=1)"" (%), (a1 E®") mod (g—1)Hyp,(g) mod J*|s € N}.
Moreover, (Hypq(g)’)v is generated by (qo — 1)p5_1FC§pS), (q; — l)ps_1<Kp";0>, K1

s_ s . ) . v

and (go —1)" 'EP) for all s, i and a: in particular (Hypq(g)/) S Hyp,(g), and

(Hyp q(g)/)v‘ is generated by the cosets modulo (¢ —1) of the previous elements, which
g=1

in fact form a basis of the restricted Lie bialgebra £ such that (Hypq(g)/)v‘ = u(f).
qg=1

7.6 The QFA F,[G]. In this and the following sections we pass to look at Theorem
2.2 the other way round: namely, we start from QFAs and produce QrUEAs.

We begin with G = SL,,, with the standard Poisson structure, for which an especially
explicit description of the QFA is available. Namely, let F,[SL,] be the unital associative
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R-algebra generated by {p;;|¢,7=1,...,n} with relations

PijPik = 4 PikPij PikPhk = q PhkPik Vi<k,i<h
pipik = pjkpi »  Pikpil — Pipik = (— a7 ") pupik Vi<j k<l
(o
dety(pij) = ZS (—q) ( )P1,a(1)Pz,a(2) “ Pnon) = 1.
oES,

This is a Hopf algebra, with comultiplication, counit and antipode given by
Alpij) = kZ pik @ prj,  €(pij) =i, Spi) = (—=a)"™’ detq((ﬂhk)h;i;)
=1

for all 4,j =1,...,n. Let F,[SL,] := F(R) ®pr F,;[SL,]. The set of ordered monomials

M = { Hﬂg”hljkﬂth?k [Iopm | N €N Vst 3 min{Ny1,...,Nyp} =0 } (7.4)

1>7 I<m
is an R-basis of Fi,[SL,] and an F(R)-basis of F;[SL,| (cf. [Ga2], Theorem 7.4, and [GaT7],

qg—1

Theorem 2.1(c)). Moreover, F,[SL,] isa QFA (at h = ¢—1), with F,[SL,] —— F[SL,].

—1

7.7 Computation of F,[G]’ and specialization F,[G]" ——— U(g*). In this sec-
tion we compute F,[G]" and its semiclassical limit (= specialization at ¢ = 1). Note that

Nij N, m
M' = { 1057 T1 (pne — 1™ 11 ppe

1>7 h=Ek I<m

Nst eN Vs,t; min{NLl,...,Nn’n} :O}

is an R-basis of Fi,[SL,] and an F(R)-basis of F,[SL,]; then, from the definition of the

counit, it follows that M’ \ {1} is an R-basis of Ker (e : F,[SL,] — R). Now, by
g—1

definition I := Ker (Fq [SLy,] “ »R k) , whence I = Ker(e) + (¢ — 1) - F,[SL,];

therefore (M’ \ {1}) U {(q —1)-1} is an R-basis of I, hence (q— 1)"'I has R-basis

(g—1)~"- (M’ \ {1}) U{1}. The outcome is that E,[SL,]" = D >0 ((q - 1)_1I> is
just the unital R-subalgebra of F,[SL,,| generated by

PR
{rij::—p” Y Z,jzl,,’n}

qg—1
Then one can directly show that this is a Hopf algebra, and that F, [SLn]vq;1> U(sly")
as predicted by Theorem 2.2. Details can be found in [Ga2], §§ 2, 4, looking at the algebra

f:q [SL,] considered therein, up to the following changes. The algebra which is considered

i Pij — 0ij

in [loc. cit.] has generators (1 + q—l)‘S”pJ—_lﬂ
qa—q

(i,j = 1,...,n) instead of our r;;’s
(they coincide iff i = j) and also generators p; =1+ (¢ —1)r; (i =1,...,n); then the
presentation in §2.8 of [loc. cit.] must be changed accordingly; computing the specialization
then goes exactly the same, and gives the same result — specialized generators are rescaled,

though, compared with the standard ones given in [loc. cit.], §1.
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We sketch the case of n = 2 (see also [FG]). Using notation a := p11, b := pi2,
c:=p21, d:= p22, we have the relations

ab=g¢gba, ac=gqca, bd =¢qdb, cd=gqdc,
bc=cb, ad—da:(q—q_l)bc, ad—qgbc=1

holding in F,[SLs] and in F,[S L], with

Ala)=a®a+b®c, A(b)=a®b+b®d, A(c)=c®a+d®c, A(d)=c®b+dxd
e(a) =1,¢(b) =0,¢(c) = 0,e(d) =1, S(a)=d, S(b) = —¢~'b, S(c) = —¢"'¢c, S(d) = a.

-1 b
Then the elements Hy = r;; = 2 , Bi=ro=——, Fi=1ry; = ©  and
) q o 1 ) q _ 1 4 q i 1
d—1
H_ =199 = P generate F,[SLo]": these generators have relations
q J—

H.E=qEH,+FE, HF=qFH, +F, EH_=qH_F+E, FH_=qH_F+F,
EF=FE, H H —H H,=(q—q “EF, H_+H,=(q—1)(¢EF — H{H_)

and Hopf operations given by

AHy)=Hy®1+1®@H +(¢—-1)(HL®H +E®F), eHy)=0, S
AE)=E®14+10E+(¢-1)(Hy®E+E®H_), €E)=
AF)=F®14+19F+(q-1)(F®RHL+H_QF), ¢€F)=
AH.)=H_-®1+1®H_+(q-1)(H-®H_-+F®E), eH_)=0, SH_-)=H,

from which one easily checks that F,[SLa]" i

for a co-Poisson Hopf algebra isomorphism

U(sly") as co-Poisson Hopf algebras,

F,[SLa)Y [(q = 1) Fy[SLa]” —— U(sly")

exists, given by: Hy mod (¢ — 1) — £h, F mod (¢ —1) — e, F mod (¢ — 1) — f;
that is, F, [SLs]" specializes to U(sly") as a co-Poisson Hopf algebra, q.e.d.

Finally, the general case of any semisimple group G = G7 , with the Poisson structure
induced from the Lie bialgebra structure of g = g7, can be treated in a different way.
Following [Gal], §§5-6, F,[G] can be embedded into a (topological) Hopf algebra U,(g*) =
Uy, (g%), so that the image of the integer form Fy[G] lies into a suitable (topological)
integer form U.",(g") of U,(g*). Now, the analysis given in [loc. cit.], when carefully
read, shows that F,[G]" = F,[G] N Uy, (g*)"; moreover, the latter (intersection) algebra
“almost” coincides — it is its closure in a suitable topology — with the integer form F,[G]
considered in [loc. cit.]: in particular, they have the same specialization at ¢ = 1. Since
in addition F,[G] does specialize to U(g*), the same is true for F,[G]", q.e.d.

The last point to stress is that, once more, the whole analysis above is valid for p :=
Char (k) > 0, i.e. also for p > 0, which was not granted by Theorem 2.2.
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/
7.8 The identity (Fq [G]v> = F,[G]. In this section we verify the validity of that
part of Theorem 2.2(b) claiming that H € QFA — (HV)/ = H for H = F,[G] as
above; moreover we show that this holds for p > 0 too. We begin with G = SL,, .

From A(p;j) = kz Pik @ pr,j, weget AN (p;;) = ; Piky @ Plyky @ @ Pln_ 1 5 5
=1 1yeee N-1=1

by repeated iteration, whence a simple computation yields

n

On(ri) = Y. (=17 ((q=1) 1k, @(q=1) 1hy py @@ (q—1) Ty, ) Vi, j
kl,...,kN,1:1
so that
on((q = 1)rig) € (¢ = VY F[SLL)Y \ (¢ = )N E,[SL,]Y Vi, (7.5)

Now, consider again the set M’ := { I1 pg” T (onk — DV T1 ppim
i>j h=k I<m

min { Nit,...,Npn } =0 } : since this is an R-basis of F,[SL,], we have also that

Nst ENVS,t;

M" = { Hrjjifhli[kr,ff,:k [1r)m | Ny €N Vs,t; min{ Nii1,...,Nyp, } :0}

1>] I<m

is an R-basis of F,[SL,]". This and (7.5) above imply that (Fq[SLn]v), is the uni-
tal R—subalgebra of Fy[SL,] generated by the set { (¢ — 1)r;
(¢ — 1) r; = pij — d;i; , the latter algebra does coincide with F,[SL,], as expected.

i,j =1,...,n}; since

For the general case of any semisimple group G = G7 , the result can be obtained again

by looking at the immersions Fy[G] C U,(g*) and Fy[G] C U,",(g"), and at the identity
/
F,[G] = F,[G] N Z/l(f@(g*)v (cf. §7.6); if we try to compute (L{é‘io(g*)v> (noting that
(Ué‘ﬁp(g*))v is a QrUEA), we have just to apply much the like methods as for Uq(g)/,
thus finding a similar result; then from this and the identity F, G]Y = F,[G] nUY, (g*)"
/

we eventually find (Fq [G]v> = F,[G], q.ed.

We’d better point out once more that the previous analysis is valid for p := Char(k) >
0, i.e. also for p > 0, so the outcome is stronger than what ensured by Theorem 2.2.

Remark: Formula (7.4) gives an explicit R-basis M of F,[SLs]. By direct computation
one sees that 0, (1) € F,[SLy]®" \ (¢ — 1) F,[SL2)®" for all € M\ {1} and n € N,
whence F,[SLs]' = R-1, which implies (F, [SLQ]/>F = F(R)-1 S Fy[SLy] (cf. the Remark
after Corollary 4.6) and also (F, [SLQ]/)V = R-15 F,[SLy].

7.9 Drinfeld’s functors and L—operators for U,(g) when g is classical. Let now
k have characteristic zero, and let g be a finite dimensional semisimple Lie algebra over
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k whose simple Lie subalgebra are all of classical type. It is known from [FRT?2] that in
this case [Uf; (g) (where the subscript P means that we are taking a “simply-connected”

quantum group) admits an alternative presentation, in which the generators are the so-

called L-operators, denoted lfj) with ¢ = £1 and ¢, j ranging in a suitable set of indices

(see [FRT2], §2). Now, if we consider instead the R—subalgebra H generated by the L—

operators, we get at once from the very description of the relations between the lg’sj) ’s given

in [FRT2| that H is a Hopf R-subalgebra of qu (g), and more precisely it is a QFA for

the connected simply-connected dual Poisson group G* .
—1
I

elements (¢ — 1)_1l§;-r}rl and (¢ — 1)_1Z§H’i are enough to generate. Now, Theorem 12 in
[FRT2] shows that these latter generators are simply multiples of the Chevalley generators
of U(f(g) (in the sense of Jimbo, Drinfeld, etc.), by a coefficient :I:qs(l + q_l) , for some

s € 7, times a “toral” generator: this proves directly that H" is a QrUEA associated to g,

When computing HV, it is generated by the elements (¢ — 1) even more, the

that is the dual Lie bialgebra of G*, as prescribed by Theorem 2.2. Conversely, if we start
from UF(g), again Theorem 12 of [FRT2] shows that the (g — q_l)_llfj)’s are quantum
root vectors in U (g). Then when computing US (g)" we can shorten a lot the analysis in
§5.3, because the explicit expression of the coproduct on the L-operators given in [FRT2]
— roughly, A is given on them by a standard “matrix coproduct” — tells us directly that

all the (1 + q_l)_ll,gfj?’s do belong to U(f(g)/, and again by a PBW argument we conclude
that U(f(g), is generated by these rescaled L-operators, i.e. the (1 + q_l)_llfj) .

Therefore, we can say in short that shifting from H to HY or from UF (g) to US (g)'
essentially amounts — up to rescaling by irrelevant factors (in that they do not vanish at
¢ =1) — to switching from the presentation of U} (g) via L-operators (after [FRT2]) to
the presentation of Serre-Chevalley type (after Drinfeld and Jimbo), and conversely. See
also the analysis in [GaT7| for the cases g = gl,, and g = sl,, .

7.10 The cases U,(gl,,), F,[GL,] and F,[M,]. In [Ga2|, §5.2, a certain algebra
U,(gl,,) is considered as a quantization of gl,; due to their strict relationship, from the
analysis we did for the case of sl,, one can easily deduce a complete description of U, (at,)’
and its specialization at ¢ = 1, and also verify that (Uq(g[n)/)v = U,(gl,,).

Similarly, we can consider the unital associative R-algebra F,[M,]| with generators
pij (i, j =1,...,n) and relations p;;pix = qpikpPij, PikPrk = qpPnepix (for all j < k,
i < h), papix = pjkpas pikpit — Pipik = (@—a ') pupje (for all i < j, k < 1)
— i.e. like for SL,,, but for skipping the last relation. This is the celebrated standard
quantization of F[M,], the function algebra of the variety M, of (n x n)-matrices over
k: it is a k-bialgebra, whose structure is given by formulas A(p;;) = >, _; pir @ prj
€(pij) = 6;5 (for all 4, j = 1,...,n) again, but it is not a Hopf algebra. The quantum
determinant dety(pij) = >, cq. (—q)l(a)plvg(l) P2,0(2) " Pn,o(n) 18 central in Fy[My], so
by standard theory we can extend F,[M,] by adding a formal inverse to det,(p;;), thus
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getting a larger algebra F,[GL,] = F,[M,] [detq(pij)_l] : this is now a Hopf algebra,
with antipode S(p;j) = (—q)"’ detq<(phk)2§§.> (for all 4, j =1,...,n), the well-known
standard quantization of F[GL,], due to Manin (see [Ma]).

Applying Drinfeld’s functor ( )V w.r.t. hi:= (¢—1) at F,[GL,] we can repeat stepwise
the analysis made for F,[SL,]: then we have that F,[GL,]" is generated by the r;;’s and
(g—1)"" (detq(pij)—1) , the sole real difference being the lack of the relation det,(p;;) =1,
which implies one relation less among the r;;’s inside F, [GL,]", hence also one relation
less among their cosets modulo (¢ — 1). The outcome is pretty similar, in particular
F,[GL,]" = U(gl,)) (cf. [Ga2], §6.2). Even more, we can do the same with F[M,]:

things are even easier, because we have only the r;;’s alone which generate F, [Mn]v, with
no relation coming from the relation det,(p;;) = 1; nevertheless at ¢ = 1 the relations

among the cosets of the r;’s are exactly the same as in the case of F,[GL,]" , whence

q=1

is a Hopf algebra,
q=1

we get F,[M,]"
q:

= U(gl,"). In particular, we get that F,[M,]"
1

although both F,[M,] and F,[M,]" are only bialgebras, not Hopf algebras: so this gives
a non-trivial explicit example of what claimed in the first part of Theorem 3.7.

Finally, an analysis of the relationship between Drinfeld functors and L—operators about
[Uf; (gl,,) can be done again, exactly like in §7.9, leading to entirely similar results.

§ 8 Third example: quantum three-dimensional Euclidean group

8.1 The classical setting. Let k be any field of characteristic p > 0. Let G :=
Es(k) = Es5, the three-dimensional Euclidean group; its tangent Lie algebra g = e is
generated by f, h, e with relations [h,e] = 2e, [h, f] = —2f, [e, f] = 0. The formulas
(f)=hf—f®h, §(h)=0, d(e) =h®e—e®h, make ¢ into a Lie bialgebra, hence
FEs5 into a Poisson group. These also give a presentation of the co-Poisson Hopf algebra
U(e2) (with standard Hopf structure). If p > 0, we consider on ey the p—operation given
by elPl =0, flPl =0, nlPl =h.

On the other hand, the function algebra F[Es| is the unital associative commutative
k-algebra with generators b, a*!, ¢, with Poisson Hopf algebra structure given by

Ab)=b®a '+a®b, A(ail):ajﬂ@ail, Alc)=c®a+a'®c
€b) =0, e(a™) =1, €(c)=0, S(b)=-b, S(a*')=a"", S(c)=—c
{ail,b} = +a™p, {ail,c} = +atle, {b,c} =0

We can realize By as E» = { (b,a,c) ‘ b,c€k,ack)\{0}}, with group operation

(b1,a1,¢1) - (b2,a2,¢2) = (bray " + aibs, araz, cras +aj 'ca);
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in particular the centre of E, is simply Z := {(0,1,0),(0,—1,0)}, so there is only one
other connected Poisson group having ¢, as Lie bialgebra, namely the adjoint group ,FE» :=
E, / Z (the left subscript a stands for “adjoint”). Then F'[,FE»] coincides with the Poisson
Hopf subalgebra of F[,F5] spanned by products of an even number of generators, i.e.
monomials of even degree: as a unital subalgebra, this is generated by ba, a®2, and a~'c.

The dual Lie bialgebra g* = e5" is the Lie algebra with generators f, h, e, and relations
[h,e] = 2e, [h,f] = 2f, [e,f] = 0, with Lie cobracket given by 6(f) = f® h —h ® f|
d(h) =0, 6(e) =h®e—e®h (we choose as generators f:= f*, h:=2h*, e :=e*, where
{f*,h*,e*} is the basis of e5* which is the dual of the basis {f, h,e} of ex). If p > 0,
the p-operation of es* is given by elPl =0, flP) = 0, h?l = h. All this again gives a
presentation of U (es*) too. The simply connected algebraic Poisson group with tangent
Lie bialgebra ¢s* can be realized as the group of pairs of matrices

e {006 )

this group has centre Z := {(I,I),(—I,—I)}, so there is only one other (Poisson) group
with Lie (bi)algebra es* , namely the adjoint group ,Es" := sE5" / Z .

x,yEk,zEk\{O}};

Therefore F' [sEg*} is the unital associative commutative k—algebra with generators x,
2*1, y, with Poisson Hopf structure given by

e(x) =0, e(z") =1, €(y) =0, S(x) = -z, S(z7) =z, S(y)=—y
{a:7y} = 07 {zilax} - iZill’, {Z:l:]"y} —= :':Z:tly

(N.B.: with respect to this presentation, we have f = ay\e, h = z@z‘e, e = ax\e, where
e is the identity element of ¢FE5"). Moreover, F' [aEg*} can be identified with the Poisson
Hopf subalgebra of F[SEQ*} spanned by products of an even number of generators, i.e.

+

monomials of even degree: this is generated, as a unital subalgebra, by zz, 2%2, and 2~ 'y.

8.2 The QrUEAs U;(ez) and Uf(e2). We turn now to quantizations: the situation
is much similar to the sly case, so we follow the same pattern, but we stress a bit more the
occurrence of different groups sharing the same tangent Lie bialgebra.

Let R be a domain and let o € R\ {0} and ¢:=h+ 1€ R be like in §7.2.

Let Uy(g) = Uj(e2) (where the superscript s stands for “simply connected”) be the
associative unital F(R)-algebra with generators F, [*!, E, and relations

LL'=1=L"'L, [FF=¢"'FL*, L[*'E=¢"EL*, EF=FE.
This is a Hopf algebra, with Hopf structure given by
AF)=FeL?+10F, A(L*)=L*eL*, AE)=FE0l+IL’®FE
(F)=0, e(L*') =1, (E)=0, S(F)=-FL? S(L*')=L7', S(E)=-L%E.
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L —1
Then let U;(e2) be the R-subalgebra of Ug(e2) generated by F, Di := 1

E. From the definition of Uy (e2) one gets a presentation of Uj(ez) as the associative
unital algebra with generators F, Dy, E and relations

D,E=qED, +E, FD,=qD,F+F, ED_—=g¢D_E+E, D_F=qFD_+F
EF:FE, D+D_ :D_D+, D++D_+(q—1)D+D_ =0

with a Hopf structure given by

A(E)=E@1+19E+2(¢—1)D; @ E+(¢q—1)°-Di®E
A(Dy) =Dy ®1+1® Dy +(¢—1)-Dy ® Dy
A(F)=Fol+1@F+2(¢-1)F@D_+(q-1)°-FeD?

e(E) =0, S(E)=—-E—2(q—1)D_E — (¢—1)°D%E
(D) =0, S(Dy) = D+
e(F)=0, S(F)=~F —2(q—1)FDy — (¢ —1)*FD2.

The “adjoint version” of Uj(e2) is the unital subalgebra UZ(ez) generated by F, K*! :=

L*2, E. which is clearly a Hopf subalgebra. It also has an R-integer form Uy (e2), the

K* -1
unital R—subalgebra generated by F', Hy := — E: this has relations
q J—

EF=FE, HHE=¢*EH, + (¢+1)E, FH, =¢*H,F+ (¢+1)F, H H_ =H_H,
EH =¢H E+(q+1)E, H F=¢FH_+(q+1)F, H, +H_+(¢—1)H,H_ =0

and it is a Hopf subalgebra, with Hopf operations given by

AE)=E®1+10E+(q—1)-H,®E, ¢B) =0, SE)=-E—(q-1)H_E
AH:)=Hy®1+1@0He+(q—1) - HL @ Hy, e(Hy) =0, S(Hi) He
AF)=F@1+10F+(q—1)-FoH_, eF)=0, S(F)=-F—(q—1)FH,.

It is easy to check that U;(e2) is a QrUEA, whose semiclassical limit is U(ez): in fact,
mapping the generators F' mod (¢—1), D+ mod (¢—1), E mod (q¢—1) respectively to
f, £h/2, e € U(ez) gives an isomorphism qu(eg)/(q —1)Uj(e2) iU(eg) of co-Poisson
Hopf algebras. Similarly, Ug(e2) is a QrUEA too, with semiclassical limit U(ez) again:
here a co-Poisson Hopf algebra isomorphism U (e2) / (q—=1)Ug(e2) = Ulez) is given
mapping F' mod (¢—1), Hx mod (¢—1), E mod (¢—1) respectively to f, +h, e € Ul(ey).

8.3 Computation of U,(¢;)’ and specialization U, (ez)’ q;1>F[E2 | . This sec-

tion is devoted to compute U;(eg)/ and Ug(eg)/, and their specialization at ¢ = 1: ev-
erything goes on as in §7.3, so we can be more sketchy. From definitions we have, for
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any n € N, AME) =Y"_ K® Do Eg190=9 s §,(B) = (K-1)*""VeFE =
(q—1)"" - HY" V@ E, whence 8,((g — 1)E) € (¢—1)"U(e2) \ (g — 1) U2 (e2)

thus (¢ —1)E € Ug(eg)/, whereas E ¢ Ug(eg)/. Similarly, we have (¢ —1)F, (¢—1)Hy €
Ug(eg)/ \ (g —1) U;(eg)/. Therefore Ug(eg) contains the subalgebra U’ generated by
F = (¢—1)F, Hy := (¢q—1)Hy, E := (¢ — 1)E. On the other hand, UZ(ez) is
clearly the R—span of the set {F“HiHEEd ’ a,b,c,d e N } . to be precise, the set

{FGHE;K—[W?lEd ‘ a,b,d e N} - {FGHE;(l +(qg—1)H_ )" e ‘ ab.de N}

is an R-basis of U, g(eg)/; therefore, a straightforward computation shows that any element
in U;(Q)/ does necessarily lie in U’, thus U;(eg)' coincides with U’. Moreover, since
H, = K*! — 1, the unital algebra Uqa(eg)/ is generated by F, K*! and E as well.

The previous analysis — mutatis mutandis — ensures also that U, qs(eg)/ coincides with
the unital R-subalgebra U” of Uj(e2) generated by F := (¢ — 1)F, Dt := (¢ — 1)Dx,
E := (¢ —1)E; in particular, U;(eg)/ D U;(eg)/. Moreover, as D = L*! — 1, the unital
algebra U; (¢2)" is generated by F', L*' and E as well. Thus U, (e2)" is the unital associative
R-algebra with generators F := LF, £¥' := [*' £ := EL~! and relations

LLt=1=L7'C, EF=FE, [PF=gPrct, He=gtlec®
with Hopf structure given by
AF)=FoL ' '+LaF, AL )=LFoL*, AE)=EL'+LoE
((F)=0, (L) =1, &) =0, S(F)=-F, S(L)=L7, S(€)=-¢.

As g — 1, this yields a presentation of the function algebra F [SEQ*}, and the Poisson
bracket that F [SEg*} earns from this quantization process coincides with the one coming
from the Poisson structure on 4F5": namely, there is a Poisson Hopf algebra isomorphism

Us(ea)' [(a = 1) Uj () —=— F[,Ey]

given by & mod (¢ —1) — 2, L' mod (¢ —1) — z¥! | F mod (¢ — 1) — y. That is,
U;(eg)/ specializes to F [SEQ*} as a Poisson Hopf algebra, as predicted by Theorem 2.2.
In the “adjoint case”, from the definition of U’ and from U;(eg)/ = U’ we find that
U g(eg)/ is the unital associative R-algebra with generators F, K*!, F and relations
KK '=1=K 'K, EF=FE, K*F=¢PFK*, K*E=EK*
with Hopf structure given by
AF)=FoK'+10F, AEK)=K*oK*, A(E)=E®1+KoF
e(F)=0, e(K*) =1, ¢(F) =0, S(F)=-FK,S(K¥")=KF', S(E)=-K'E.
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The conclusion is that a Poisson Hopf algebra isomorphism
Up(ex) [(a= DU (e2) ——F[aB5] (€ FLEF])

exists, given by E mod (¢—1) — zz, K*! mod (¢—1) — 2¥2, F mod (¢—1) — 2z~ 'y,
ie. Ug(eg)' specializes to F' [QEQ*] as a Poisson Hopf algebra, according to Theorem 2.2.
To finish with, note that all this analysis (and its outcome) is entirely characteristic-free.

8.4 The identity (Uq(eg)/)v = Uy(e2). The goal of this section is to check that part
of Theorem 2.2 (b) claiming that H € QrUEA = (H')’ = H both for H = Ug(e2) and
H = Ug(e2) . In addition, the proof below will work for Char(k) = 0 and Char(k) >0
too, thus giving a stronger result than predicted by Theorem 2.2(b).

First, U(e2)’ is clearly a free R-module, with basis {faﬁdé'c
hence the set B := {f“(ﬁﬂ - 1)b€C
e(F) = e(LE — 1) = €(&) = 0, the ideal J := Ker(e: qu(eg)/ — ) is the span of

a,c € Njd € Z},

a,b,c € N}, is an R-basis as well. Second, as

qg—1

B\ {1}. Now I := Ker(UqS(eg)'—e»R—»k> — J+(q—1)-Us(es)', therefore
(U;(QQ)/)V =D >0 ((q - 1)_1I>n is generated — as a unital R-subalgebra of Uj(e2) —
by (¢=1)7'F=LF, (-1 (L-1) =Dy, (¢-1) (L' =1) =D, (¢-1) '€=
EL7' hence by F, D4, E, so it coincides with Ug(e2), q.e.d.

The situation is entirely similar for the adjoint case: one simply has to change F, £L*!,
£ respectively with F , K+ E , and Dy with Hy, then everything goes through as above.

8.5 The quantum hyperalgebra Hyp (ez). Like for semisimple groups, we can
define “quantum hyperalgebras” attached to ¢s mimicking what done in §7.5. Namely,
we can first define a Hopf subalgebra of Ug(eg) over Z[q,q_l] whose specialization at
g = 1 is exactly the Kostant-like Z-integer form Uz(es) of U(e2) (generated by divided
powers, and giving the hyperalgebra Hyp (¢2) over any field k by scalar extension, namely
Hyp (e2) =k ®z Uz(e2) ), and then take its scalar extension over R.

To be precise, let Hyp Z’Z(eg) be the unital Z[q, q_l]fsubalgebra of Uj(e2) (defined like

above but over Z [q, q_l}) generated by the “quantum divided powers” F(" .= F" / [n] q! ,
L . c+1—rL -1
( ' C) = H q—l’ EM .= E”/[n]q! (for all n € N and ¢ € Z, with notation
n q’l" —
r=1
of §7.5) and by L=!. Comparing with the case of sl, one easily sees that this is a Hopf sub-
algebra of Uy (e2), and Hypfl’z(eg)‘ X = Uz(ez); thus Hypg(e2) := R®Z[q’q—1]Hypf1’Z(e2)
q:
(for any R like in §8.2, with k := R/hR and p := Char(k)) specializes at ¢ = 1 to the
k—hyperalgebra Hyp (¢3). In addition, among all the <L72'3>’s it is enough to take only

those with ¢ = 0. From now on we assume p > 0.
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Again a strict comparison with the sly case — with some shortcuts, since the defin-
ing relations of Hyp;(ez) are simpler! — shows us that Hypfl(ez)/ is the unital R—
subalgebra of Hyp;(e2) generated by L~ and the “rescaled quantum divided powers”

(q—1)"F™) | (q—l)n<LT;0> and (¢—1)"E®™ for all n € N. It follows that Hypfl(eg)/‘ X
q:

is generated by the corresponding specializations of (¢ — 1)” it , (g—1)P ' <Lp LO) and

(q — 1)pTE(PT) for all » € N: this proves that the spectrum of Hypg(eg)/‘q:1 has dimen-

sion 0 and height 1, and its cotangent Lie algebra has basis { (q— 1)pTF(pT), (q— 1)pT (LPLO> ;

(q—l)pTE(pr) mod (¢—1) HypZ(g)/ mod J 2 ’ r e N} (where J is the augmentation

ideal of HypZ(eg)/‘ , so that J / J? is the aforementioned cotangent Lie bialgebra).

Moreover, (Hypz(eg)/)v is generated by (q — l)pr_lF(pr), (g — l)pr_1 (LPLO> , L=! and
(q — 1)pr_1E(pr) (for all » € N): in particular (Hypé(eg)')v ;Ct Hyp(e2), and finally

(HypZ(eg)/)V‘ is generated by the cosets modulo (¢ — 1) of the elements above, which
q=1

in fact form a basis of the restricted Lie bialgebra ¢ such that (Hypf](eg)/)v‘ = u(p).
q=1

All this analysis was made starting from Uz(eg), which gave “simply connected quantum
objects”. If we start instead from Ug (e2), we get “adjoint quantum objects” following the
same pattern but for replacing everywhere L*! by K*!: apart from these changes, the
analysis and its outcome will be exactly the same. Like for sly (cf. §7.5), all the adjoint
quantum objects — i.e. Hyp&(ez), Hyp i (ez) and (Hypg(eg)')v — will be strictly contained
in the corresponding simply connected quantum objects; nevertheless, the semiclassical
limits will be the same in the case of Hyp ,(e2) (always yielding Hyp (e2) ) and in the case
of (Hypq(eg)')v (giving u(®), in both cases), while the semiclassical limit of Hypq(eg)/ in
the simply connected case will be a (countable) covering of that in the adjoint case.

8.6 The QFAs F,[E;] and F,[,FE>]. In this and the following sections we look at
Theorem 2.2 starting from QFAs, to get QrUEAs out of them.

We begin by introducing a QFA for the Euclidean groups Es and ,Es. Let Fj[Es] be
the unital associative R-algebra with generators a*!, b, ¢ and relations

ab=gba, ac=gca, be=ch
endowed with the Hopf algebra structure given by
A(a®) =at'®@a*!, Ab)=b®a'+a®b, Al)=c®atal®c
(@) =1, ) =0, () =0,  S(*)=aTt, Sb)=—¢"'b, () =—g"c.

Define F,[,E>] as the R-submodule of F,[E>]| spanned by the products of an even
number of generators, i.e. monomials of even degree in a*!, b, ¢: this is a unital subalgebra
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of F,[Es], generated by (3 := ba, a®! := a®? and v := a~!c. Let also F,[Es] =
(FylE2]) , and Fy[oEs] := (FylaFs]), , which have the same presentation than Fy[E»]
and F,[,E>] but over F'(R). Essentially by definition, both Fj,[Es| and F,[,E2] are QFAs
(at A =g — 1), whose semiclassical limit is F[E5] and F[,E>| respectively.

8.7 Computation of F,[F,]" and F,[,F>]" and specializations F, [Eg]vq;1> Ul(g*)
and Fj [aEz]Vq—_)l> U(g*) . In this section we go and compute F,[G]" and its semiclassical
limit (i.e. its specialization at ¢ = 1) for both G = F5 and G = ,F>.

First, F,[E2] is free over R, with basis {bba“cC a € Z,b,c € N }, so the set B, :=
{bb(ail —1)%*¢|a,b,c e N} is an R-basis as well. Second, since €(b) = e(a®! —1) =
€(c) = 0, the ideal J := Ker (e: F,[Ey] — R> is the span of Bs \ {1}. Now I :=

€ q—1 . n
Ker (Fq[EQ] R k) = JH+(g—1)-Fy[Es], thus Fy[Es]" := 3,5, ((q—l) 11)
turns out to be the unital R-algebra (subalgebra of F,[E;]) with generators D :=

+1
Al g bl and F =

and relations

qg—1 q— q—
D,E=qFED.+E, D,F=qFD,+F, ED_=gqD_E+E, FD_=¢D_F+F
EF =FE, D,D_=D_D_, D,+D_+(qg—1)DyD_=0

with a Hopf structure given by

AE)=E®1+10E+(q—1)(E®D_+D;®E), €FE)=0, SE)=-q'E
A(Di) D:I:®1+1®D:I:+(q_1)'D:t®D:I:7 E(Di):(), S(D:t):D:F
AF)=F®1+19F+(q-1)(F®Dy +D_QF), €F)=0, SF)=—q"F.

This implies that F,[Fs]" Ly (e2*) as co-Poisson Hopf algebras, for a co-Poisson Hopf

algebra isomorphism
FB)Y [(a=1) FylBo) ——Ul(er)

exists, given by Dy mod (¢ — 1) — £h/2, F mod (¢ —1) — e, F mod (g — 1) — f;
thus F,[E2]" does specialize to Ul(es*) as a co-Poisson Hopf algebra, q.e.d.
Similarly, if we consider Fj[,E»>] the same analysis works again. In fact, Fj[,FE>] is

free over R, with basis B, := {Bb(ail —1)"¢la,b,c € N}; therefore, as above the

ideal J := Ker <e: FyloEs] — R) is the span of B, \ {1}. Now, we have I :=

q

€ —1 _ n
Ker (Fq[aEQ] R k) = J+(q—1)-FylaEs), s0 FylaBs)" = ano((q—l) 11)
is nothing but the unital R-algebra (subalgebra of F,[,E2]) with generators Hy :=

+1
-1
e b ,and F’ := 7
q—1 q—1

FE'Fl=¢?F'E'H E'=¢°F'H, +(q+1)E", HyF' =¢*F'H, +(q+1)F’, H H_=H_H_
F'H =¢H FE +(q+1)E, FFH_ =¢*H_F' 4+ (q+1)F,H  +H_+(¢q—1)H, H_=0

and relations

b

qg—1
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with a Hopf structure given by

A(E)=E'®1+1@F +(q—1)-H,.QF', e(E)
A(Hi) :Hj:@l—f-l@Hi—f—(q—l)-Hi@Hi,

/ S(E') = —E'—(q—1)H_E'
AF'Y=F @1+1@F +(q—1)-H_®F', e(F")

=0,
E(H:t) :0, S(Hi)ZH:F
=0, SF)=-F—(¢q—1)H.F".

—1

This implies that F,[,Es]" ——— U(es*) as co-Poisson Hopf algebras, for a co-Poisson
Hopf algebra isomorphism

FylaBal” /(0 =1) FylaBa)’ —— U(e)

is given by Hi mod (¢ — 1) — £h, E/ mod (¢ —1) — e, F’ mod (¢ —1) — f; so
F, [oF5]" too specializes to U(es*) as a co-Poisson Hopf algebra, as expected.

We finish noting that, once more, this analysis (and its outcome) is characteristic-free.

8.8 The identities (F, [EQ]V)/ = F,[E»] and (F, [QEQ]V)/ = Fy[oF2]. In this section
we verify for the QFAs H = F,[E;] and H = F,[,E>| the validity of the part of Theorem
2.2(b) claiming that H € QFA — (H V)/ = H . Once more, our arguments will prove
this result for Char (k) > 0, thus going beyond what forecasted by Theorem 2.2.

By induction we find formulas A™(E) =37 ., a®" @ E® (a_1)®s, A™"(Dy) =
2rtsti=n (ail)w ®Dy®1%% and A™(F) =3, 1, (a—1)®r ® E®a®": these imply

WE)= Y (a-1D)"®Ec(!'-1)"=@g-1)"" ¥ D*"®EoD®
r+s+l=n r+s+1l=n

n—1 n— n
Sn(Ds) = (' = 1)*" V@ Dy = (g—1)""'D.®

WF)= Y (@'=1)"90E@-1)"=@g-1)"" Y D*gE®D®
r+s+l=n r+s+1l=n

which gives E := (¢ —1)E, Dy := (¢ —1)Dx, F := (¢ — 1)F € (F,[E]Y)"\ (g — 1)-
'(Fq.[Eg]v)/ . So.(Fq [EQ]V)/ contains the unital R—Suba.ulgebra A’ generated (inside F,[Es])
by E, Dy and F; but E=b, Dy =a*! — 1, and F = c, thus A’ is just F,[Es]. Since
F, [Eg]v is the R—span of { EED:iJDd_’ Ff ‘ e,di,d_,f €N } , one easily sees — using the
previous formulas for A™ — that in fact (F, [Ez]v)/ = A" = F,[Es], q.ed.

When dealing with the adjoint case, the previous arguments go through again: in
fact, (F, [aEg]v)/ turns out to coincide with the unital R—subalgebra A” generated (inside
FyloB2]) by E':=(¢—1)E' =f, Hy:=(¢—1)Hs =a*' —1,and F' == (¢ - 1)F = ;
but this is also generated by 3, a1 and v, thus it coincides with F,[,Es], q.e.d.
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§9 Fourth example: quantum Heisenberg group

9.1 The classical setting. Let k be any field of characteristic p > 0. Let G :=
H, (k) = H,,, the (2n 4 1)-dimensional Heisenberg group; its tangent Lie algebra g = b,
is generated by { fi,h,e;|i =1,...,n} with relations [e;, f;] = di;h, [ei,e;] = [fi, fj] =
[h,ei] = [h, f;] =0 (Vi,j = 1,...n). The formulas §(f;) = h® fi — fi ®h, 6(h) =
d(e;))=h®e;—e;@h (Vi=1,...n) make b, into a Lie bialgebra, which yields H,, with a
structure of Poisson group; these same formulas give also a presentation of the co-Poisson
Hopf algebra U(h,,) (with the standard Hopf structure). When p > 0 we consider on b,
the p—operation uniquely defined by ei[p] =0, fi[p] =0, APl =h (forall i=1,...,n),
which makes it into a restricted Lie bialgebra. The group H, is usually realized as the
it 2; such that a; =177 and a;; =0V,  such
that either ¢ > j or 1 #1¢ < j or ¢ < j # n+2; it can also be realized as H,, = k™ xk xk"
with group operation given by (da’,c,b') - (a”,c¢”,b") = (¢ +a",c + " +d' *b",b' +1"),

: _ n / "o __ n 7
where we use vector notation v = (vi,...,v,) € k" and da' *xb" = >, aib] is the

group of all square matrices (aij)

standard scalar product in k™ ; in particular the identity of H,, is e = (0,0,0) and the
inverse of a generic element is given by (g, c,l_))_l = (—Q, —c+a* Q,—l_)) . Therefore, the
function algebra F[H, | is the unital associative commutative k-algebra with generators
ai, ..., Gn, ¢, by, ..., by, and with Poisson Hopf algebra structure given by

Ala))=a;®14+1®a;, Alc)=c@1+1Q@c+ Y, jar @b, Alb)=b;®1+1®b;
e(a;)) =0, e(c)=0, eb;) =0, S(a;)=—a;, S(c)=—c+>, jarbe, S(b;)=—b;
{ai,aj}:O, {ai,bj}:(), {bi,bj}:(), {c,ai}:ai, {C,bi}:bl

for all 4,57 = 1,...,n. (N.B.: with respect to this presentation, we have f; = 0,

h = 80}67 e; = Oa,

g* = b, is the Lie algebra with generators f;, h, e;, and relations [h,e;] = e;, [h,f;] = {;,

lei, €] = [ei, f;] = [fi, f;] = 0, with Lie cobracket given by d(f;) = 0, §(h) = >°7_(e; ®

f; —f; ®ej;), 6(e;) =0 forall i =1,...,n (we take f; :== f*, h:=h*, e; := e}, where

{fi*,h*,ez‘ li=1,... ,n} is the basis of b, which is the dual of the basis {fl,h,eZ |i =
.,n} of h,). This again gives a presentation of U(h,") too. If p > 0 then b," is

e’

.» where e is the identity element of H, ). The dual Lie bialgebra

a restricted Lie bialgebra with respect to the p—operation given by ei[p I = 0, fi[p - 0,
hiPl =h (forall i =1,...,n). The simply connected algebraic Poisson group with tangent
Lie bialgebra b,," can be realized (with k* := k\ {0} ) as (H," = k™ x k* x k™, with
group operation (Q, 1,@) . (g, j,é) = (m + 4714, ﬁ’y,?é + ﬁ/’lé) ; so the identity of

sH," is e =(0,1,0) and the inverse is given by ( Yy ﬁ)_l = (— 1 —6) Its centre
is Z( H *) = { 0,1,0),(0,—1,0) } =: 7, so there is only one other ( P01sson) group with
tangent Lie bialgebra b,," , that is the adjoint group ,H," := ;H,, / Z .

It is clear that F' [SHn | is the unital associative commutative k—algebra with generators
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iy ooy O, YEY B, ..., Bn, and with Poisson Hopf algebra structure given by
Al)=ai @7+ ®@ai,  A(T) =" ey™,  AB) =607+ 06

e(a;) =0, e('yil) =1, €(8;) =0, S(a;) = —ay, S(vil) = ~FL S(B:) = —B;
{oi, a5} = {ei, B} = {6, B} = {ei,7} = {Biv} =0, {ai, B} =655 (v —777) /2

for all 4,5 = 1,...,n (N.B.: with respect to this presentation, we have f; = Jg,|_,
h = % 767|e, e = O, }e, where e is the identity element of ¢H," ), and F[aHn*} can be
identified — as in the case of the Euclidean group — with the Poisson Hopf subalgebra of
F [aHn*} which is spanned by products of an even number of generators: this is generated,

as a unital subalgebra, by a;v, y*2, and v~ '8; (i=1,...,n).

9.2 The QrUEAs U/(h,) and Ug(h,). We switch now to quantizations. Once
again, let R be a domain and let & € R\ {0} and ¢:=1+h € R be like in §7.2.

Let Uy(g) = U;(h,) be the unital associative F'(R)-algebra with generators Fj, L
E; (i=1,...,n) and relations

2 72
LL'=1=L"'L, [MF=FL*, [*E=FEL*, EF;-FE = 52-3-%
q—q

for all 4,7 =1,...,n; we give it a structure of Hopf algebra, by setting (Vi,j =1,...,n)

AE)=E®1+L*0FE, ALT)=LFeL*, AF)=FoL?*+10F
e(B) =0, ¢(L*¥) =1, e(F;) =0, S(BE)=-L?E;, S(L*') =LF!, S(F;) = -F,L*

Note that { [, F-L#- 1], B% ’ z €L, a;,d; €N, Vz’} is an F'(R)-basis of U (hy).
Now, let U;(hn) be the unital R-subalgebra of Ug(h,) generated by Fy, ..., Fy,
L—-1 L— L2
D= B I''=——,E, ..., E,. Then qu(hn) can be presented as the associa-
q— q—4q
tive unital algebra with generators F, ..., F,,, L¥', D, I', Ey, ..., E,, and relations

DX = XD, LF'X = XL*!, X =Xr, E;Fj — F,E; = 6;;I
L=1+(q—-1)D, L[*-L?=(q—q¢ "), DL+1)(A+L?)=QQ+¢g "I

for all X € {Fi,Lil,D,F, Ei}z‘:1 o and 4,5 =1,...,n; furthermore, U;(h,) is a Hopf
subalgebra (over R), with

AN)=TeL*+L2x1T, e(I') =0, S(I'y=-I
AD)=D®1+L®D, e(D)=0, S(D)=—-L"'D.

Moreover, from relations L =1+ (¢ —1)D and L™! = L3 — (q — qil)LF it follows that

s _ . a; b e
U, (bn) = R-span of {};[lFZ -D°I°-

Eldi ai,b,c,dieN,‘v’izl,...,n} (9.1)

=1
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The “adjoint version” of U$(bh,,) is the unital subalgebra US(h,,) generated by F;, K=! :=
L*? E; (i =1,...,n), which is clearly a Hopf subalgebra. It also has an R-integer form

K-1
Ug(by,), namely the unital R-subalgebra generated by Fi, ..., I}, K+ H .= 1
K—-K!
I''=————, Ei, ..., Ey: this has relations
q—dq
HX = XH, KX = XK+, I'X =XTr, E,F; — F,E; = 6;;T

K=1+(q-1)H, K-K'=(¢-¢" I, HOA+KY)Y=QQ+¢ "I

for all X € {Fi,Kil,H, I, Ei}i:1 ~and 4,7 =1,...,n, and Hopf operations given by

AE)=E;®1+K®E;, e( ): S(E;) = —-K 'E;
A(Kil) — K*1 ®Kil, 6( 1) — S(K:I: ) — K71
AH) =H®1+K®H, e(H ):0 S(H) = -K~'H

A= K'+KaTr, e(I') =0, S(I'y=-I

A(FZ) :Fi®K—1 +1®F27 6( ):O S(Fz) = —FZK+1

for all i = 1,...,n. One can easily check that Uj(h,) is a QrUEA, with U(b,) as
semiclassical limit: in fact, mapping the generators F; mod (¢ — 1), L*' mod (q — 1),
D mod (¢ —1), I' mod (¢ — 1), E; mod (¢ — 1) respectively to f;, 1, h/2, h, e; €
U(bn) yields a co-Poisson Hopf algebra isomorphism between U (b.,) / (¢—=1)U;(bn) and
U(bn). Similarly, U (h,) is a QrUEA too, again with limit U(hy), for a co-Poisson Hopf
algebra isomorphism between Ug (b)) / (¢ = 1) Ug(hn) and U(hy) is given by mapping
the generators F; mod (¢ — 1), K*! mod (¢ —1), H mod (¢ —1), I mod (¢ — 1), E;
mod (¢ — 1) respectively to f;, 1, h, h, e; € U(h,,).

9.3 Computation of U,(h,) and specialization U,(b,,)’ LRF[H *] . Here we

compute U;;(F)n)/ and U;(hn)/, and their semiclassical limits, along the pattern of §7.3.
Definitions give, for any n € N, A™(E;) = > | (L2)®(s_1) ® B; ® 12("=%) hence
0n(E;) = (q—1)" D" V@E; so 6,((q—1)E) € (¢—1)" Uz (ha)\ (g — )" U (bn)
whence E; := (¢ — 1) E; € U;(f)n)/, whereas E; ¢ U;(hn)/; similarly, we have Fj :=
(g—1)F;, L*¥', D= (q—1)D=L—1,1:=(q—1)I" € Us(ha) \ (¢ — 1) U (bhn)', for
all i =1,...,n. Therefore U;(f)n)/ contains the subalgebra U’ generated by E;, L*!, D,
I', E;; we conclude that in fact U ;(bn)' = U’: this is easily seen — like for SLs and for
E5 — using the formulas above along with (9.1). As a consequence, U, S([’Jn)/ is the unital

R-algebra with generators Fl, cee Fn, L*'. D, I, El, .. E and relations

DX =XD, LHX = XL*!, I'X=Xr, EiF; — FE; = 6;;(q — 1)I
L=1+D, L[*-L7?=(Q1+q¢ "', DL+1(1+L?)=1+q¢ "I
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for all X € {Fi,Lﬂ,D,f,Ei}izl ~,and 4,7 =1,...,n, with Hopf structure given by

AE)=E&1+L*®E;, €E)=0, S(E)=-L2E, Vi=1,...,n
A(L*) = LF @ L*!, e(L*) =1,  S(L*) = Lqcl

A)=T®L*+L2eI', €I)=0, S(I) =

A(D)=D@l+L®D, e(D)=0,  S(D)=-L~ 1D

AF)=FEeL?2+10F, €F)=0,  S(F)=-FL? Vi=1,...,n.

A similar analysis shows that U (hn)" coincides with the unital R-subalgebra U” of
Ug(hn) generated by Fy, K¥' H := (¢g—1)H, I, E; (i = 1,...,n); in particular,
Ug(bn)/ C U;(f)n)/. Therefore Ug([jn)’ can be presented as the unital associative R—
algebra with generators F,...,F, H K¥ I Ey, ..., E, and relations

HX = XH, KX = XK*!, I'Xx=XrI, EF; — FyE; = 6;;(q— )T
K=14+H, K-K'=(1+¢ "I, HOI+K)=(1+¢ ")

for all X € {FZ,Kil K, T, E} _____ ., and 4,5 =1,...,n, with Hopf structure given by
A(Kil) — Kil ®Ki1, E(Kil) — 1, S(Kil) — K:FI

AN=T®K+K*'elI', €I)=0, S(I')=-T
AH)=H®l1+K®H, e(H)=0, S(H)=-K'H

As g — 1, the presentation above yields an isomorphism of Poisson Hopf algebras
Us(ha) [ (a = 1) Ug(00) —— F[H,]
given by FE; mod (¢—1) — a;yt, LT mod (¢—1) — 4%, D mod (¢—1) — y—1, I’
mod (¢—1) — (72 — 7_2)/2, F; mod (¢—1) — v~ 14;. In other words, the semiclassical

limit of qu(hn)/ is F[,H,'], as predicted by Theorem 2.2(c) for p = 0. Similarly, when
considering the “adjoint case”, we find a Poisson Hopf algebra isomorphism

Ugva)' [(a = D)UY —— FlHy] (€ PLH)

given by E; mod (¢—1) — ayyt', K+ mod (¢—1) — ™2, H mod (¢—1) — 4> -1,
I mod (q—1) — (v* - 7_2)/2, F; mod (¢ —1) — ~y~13;. That is to say, U;(bn)/ has
semiclassical limit F' [aHn*} , as predicted by Theorem 2.2(¢c) for p =0.

We stress the fact that this analysis is characteristic-free, so we get in fact that its
outcome does hold for p > 0 as well, thus “improving” Theorem 2.2(c) (like in §§7-8).
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9.4 The identity (Uq(f)n)')v = Uy(hy,) . In this section we verify the part of Theorem
2.2(b) claiming, for p =0, that H € QridEA — (H’)v = H , both for H = U;(b,) and
for H = UZ(bh,). In addition, the same arguments will prove such a result for p > 0 too.

To begin with, using (9.1) and the fact that F,,D,I,E; e Ker(e: U;(f)n)' — R) we

get that J := Ker(¢€) is the R—span of M\ {1}, where M is the set in the right-hand-side of
qg—1

(9.1). Since (Uz(h,)') = Zn>0((q—1)_1f) with [ := Ker(U;(hn)’_e»R—»k) _
J+(qg—-1)- U;(bn)/ we have that (Us(hn)/)v is generated — as a unital R-subalgebra
of Uy(bn) — by (¢=1) 'y =F, (¢-1)"'D=D,(¢=1) 'I'=T,(¢-1) E = E,
(i = 1,...,n), so it coincides with U;(h,), q.e.d. In the adjoint case the procedure is
similar: one changes L*!, resp. D, with K*!, resp. H, and everything works as before.

9.5 The quantum hyperalgebra Hyp ,(h,). Like in §§7.5 and 8.5, we can define
“quantum hyperalgebras” associated to b, . Namely, first we define a Hopf subalgebra of
U; (hy) over Z[q, q_l] whose specialization at ¢ = 1 is the natural Kostant-like Z-integer
form Uz(h,,) of U(h,,) (generated by divided powers, and giving the hyperalgebra Hyp (b,,)
over any field k by scalar extension), and then take its scalar extension over R.

To be precise, let Hyp Z’Z(hn) be the unital Z [q, q_l]fsubalgebra of Ug (hy) (defined like
above but over Z[q,q~']) generated by the “quantum divided powers” F™.= pm / [m],!,
n c+1— T —1
( > ML : , B = Em/ (forallmeN, c€Zand i=1,...,n,
q JR—
r=1
with notation of §7.5) and by L~!. Comparing with the case of sl — noting that for
each i the quadruple (F;, L, L™!, E;) generates a copy of U (sl2) — we see at once that

this is a Hopf subalgebra of U;(bh,,), and HypZ’Z(bn) = Uz(bn); thus Hypg(hy) :=
R ®z(q,4-1] HypZ’Z(hn) (for any R like in §8.2, with k := R/AR and p := Char(k))
specializes at ¢ =1 to the k-hyperalgebra Hyp (h,,). Moreover, among all the <L7;C> s it

is enough to take only those with ¢ = 0. From now on we assume p > 0.

Pushing forward the close comparison with the case of sly we also see that Hyp (f)n)
is the unital R-subalgebra of Hyp,(h,) generated by L~ 1 and the “rescaled quantum

divided powers” (q—1)"F™ | (g—1)™ (L O) and (g—1)™E™  for all m € N and

i=1,...,n. It follows that Hyp, (hn)’ ‘ is generated by the specializations at ¢ = 1

of (¢g—1) Fi(p ) (q—l)p (Lp:)) and (q—l)prE,L-(pT), forall » € N, ¢ = 1,...,n:
this proves directly that the spectrum of HYPZ(f)n)/‘q ) has dimension 0 and height
1, and its cotangent Lie algebra has basis {(q—l)eri(p ) (q—1)? ( ) (g—1)? Efpr)
mod (¢g—1) HypZ(g)' mod J 2 ‘ reN,i = 1,...,n} (with J being the augmentation
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ideal of Hypfl(bn)/‘ , so that J / J? is the aforementioned cotangent Lie bialgebra).
q

Finally, (Hypé(bn)/)v is generated by (q — 1)pr_1FZ-(pT), (g — l)pT_l <Lp;ro> , L= and

(g — 1)pT71EZ.(pT) (for r € N, ¢ =1,...,n): in particular (Hypfl(f)n)’)v S Hyp,(b,), and
s v

(Hyp;(bn)")

form indeed a basis of the restricted Lie bialgebra € such that (HypZ(bn)/)v‘ = u(t).
q:

is generated by the cosets modulo (¢ — 1) of the elements above, which
=1

The previous analysis stems from Ug(hn), and so gives “simply connected quantum ob-
jects”. Instead we can start from Ug(bh,,), thus getting “adjoint quantum objects”, moving
along the same pattern but for replacing L*! by K*! throughout: apart from this, the
analysis and its outcome are exactly the same. Like for sly (cf. §7.5), all the adjoint quan-
tum objects — i.e. Hypg(bn), Hypg(hn)’ and (Hypg(bn)/)v — will be strictly contained
in the corresponding simply connected quantum objects; however, the semiclassical limits
will be the same in the case of Hyp ,(g) (giving Hyp (h,), in both cases) and in the case
of (Hyp q(g)/)v (always yielding u(t)), whereas the semiclassical limit of Hypq(g)' in the

simply connected case will be a (countable) covering of the limit in the adjoint case.

9.6 The QFA F,[H,]. Now we look at Theorem 2.2 the other way round, i.e. from
QFAs to QrUEAs. We begin by introducing a QFA for the Heisenberg group.

Let F,[H,| be the unital associative R—algebra with generators ai, ..., a,, ¢, by, ...,
b,, and relations (for all 7,7 =1,...,n)

a;a; = ajay, , aib]‘ = bjai, bzbj = bjbi, ca; =a;C+ (q— l)a,-, ij = b]’C—|— (q— 1)b]
with a Hopf algebra structure given by (for all 4,7 =1,...,n)

Ala))=a;®1+1®a;, Alc)=c®1+1®c+ > ar®by, A(b;))=b;,®1+1&b,
j=1

e(ai) = 0, E(C) = 0, E(bz) = 0, S(az) = —ay, S(C) =—c+ Zagbg, S(bz) = —bi
j=1
and let also F,[H,] be the F(R)-algebra obtained from F,[H,] by scalar extension. Then
B:= { | FEE VAT | b?j ’ a;,c,b; e NVi,j } is an R-basis of F,;[H,], hence an F(R)—

basis of F,[H,]. Moreover F,[H,] is a QFA (at h = ¢—1) with semiclassical limit F[H,].

9.7 Computation of F,[H,]' and specialization F,[H,]" q;1>U(bn*). This
section is devoted to compute Fj [Hn]v and its semiclassical limit (at ¢ =1).
Definitions imply that B\ {1} is an R basis of J := Ker (e: F[H,] — R), so (B\

q

€ —1
{1}) U {(q— 1)- 1} is an R-basis of I := Ker(Fq[Hn] —»R—»k) Jfor I=J+(q—1)-
F,[H,]. Therefore F,[H,]" := > n>0 ((q - 1)71I) is nothing but the unital R-algebra
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a; C bz

: d F; :=
g—1" -1 T
(i=1,...,n) and relations (for all 7,5 =1,...,n)

(subalgebra of F,[H,,]) with generators E; :=

E,E; = E;E;, E.F;=F;E;, F;F;=FF,, HE =EH+E;, HF; = F,H+F
with Hopf algebra structure given by (for all i,7 =1,...,n)

A(E;) = E;,®1+1®F;, A(H)=H®1+10H+(¢—1)>_ E;®F;, A(F;) =F,01+1QF;
=1

J

€(E;) =e(H) =e(F;) =0, S(E;) =—E;, S(H)Z—H—I—(q—l)i E;F;, S(F))=-F;.

J

At ¢ =1 this implies that Fj, [Hn]v =y (hn") as co-Poisson Hopf algebras, for a

co-Poisson Hopf algebra isomorphism

FolH,]" [(a = 1) F[H,] —=— U(h,)

exists, given by E; mod (¢—1)+— +e;, H mod (¢—1)— h, F; mod (¢—1) +— f;, for
all i,5=1,...,n;s0 F,[H,]" specializes to U(h,*) as a co-Poisson Hopf algebra, q.e.d.

9.8 The identity (F, [Hn]v)/ = F,[H,]. Finally, we check the validity of the part of
Theorem 2.2(b) claiming, when p = 0, that H € QFA — (HV), = H for the QFA
H = F,[H,]. Once more the proof works for all p > 0, so we do improve Theorem 2.2(b).

First of all, from definitions induction gives, for all m € N,

A™ME)= Y 1B 1%, A™F)= Y 1 eF 1% Vi=1,...,n

r4+s=m-—1 r4+s=m-—1

Am(H) — Z 19" 9 H @ 195 + Z Z 190G-1) QE; ® 1©(k=i—=1) QF ® 1®(m—k)
r4+s=m-—1 izlj,k:l
<k

so that 6,,(F;) = 0¢(H) = 6 (F;) =0 forall m>1,¢>2 and ¢ =1,...,n; moreover,
for By :=(q—1)E;=a;, H:=(q—1)H=c, F;:=(¢q—1)F;=b; (i=1,...,n) one has

01(Ei) = (¢=1)E;, 61(H) = (=1 H, 81 (F;) = (a=1)F; € (¢=1) Fy[Ha]"\(¢ = 1)*Fy[H,]"
: n ®2 ®2
52<H) = (q_1)2 21:1 E;® F; € (q_l)Z(Fq[Hn]v) \(q_ 1)3(Fq[Hn]v) .

The outcome is that F; = a;, H = ¢,F; = b; € (Fq[Hn]v)/, so the latter algebra
contains the one generated by these elements, that is F,[H,]. Even more, F,[H,]" is
clearly the R-span of the set BY := { [[i-, B - He - T, F;?j
from this and the previous formulas for A" one gets that (F, [Hn]v)/ = F,[H,], q.ed.

ai,c,bj S NV'L,]}, SO
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§ 10 Fifth example: non-commutative Hopf algebra of formal diffeomorphisms

10.1 The goal: from “quantum symmetries” to “classical (geometrical) sym-
metries”. The purpose of this section is to give a highly significant example of how the
global quantum duality principle — more precisely, the crystal duality principle of §5 —
may be applied. We consider a concrete sample, taken from the theory of non-commutative
renormalization of quantum electro-dynamics (=QED) performed by Brouder and Frabetti
in [BF2|. This is just one of several possible examples of the same type: indeed, several
cases of Hopf algebras built out of combinatorial data have been introduced in last years
both in (co)homological theories (see for instance [LR] and [Fol-3], and references therein)
and in renormalization studies (starting with [CK1]). In most cases these Hopf algebras
are neither commutative nor cocommutative, and our discussion apply almost verbatim to
them, giving analogous results. So the present analysis of the “toy model” Hopf algebra
of [BF2], can be taken more in general as a pattern for all those cases. See also [Ga6].

Note that the Hopf algebras under study are usually thought of as “generalized sym-
metries” (or “quantum symmetries”, in physicists’ terminology); well, the crystal duality
principle tells us how to get out of them — via 1-parameter deformations! — “classical
geometric symmetries”, i.e., Poisson groups and Lie bialgebras; in other words, in a sense
this method yields the classical geometrical counterparts of a quantum symmetry object.

10.2 The classical data. Let k be a fixed field of characteristic zero.

Consider the set G4 := {z + > o, a,a™"! ’ an €kVne Ny} of all formal series
starting with z : endowed with the composition product, this is a group, which can be seen
as the group of all “formal diffeomorphisms” f: k — k such that f(0) =0 and f/(0) =1
(i.e. tangent to the identity), also known as the Nottingham group (see, e.g., [Ca] and
references therein). In fact, G4 is an infinite dimensional (pro)affine algebraic group, whose
function algebra F [Q’dif} is generated by the coordinate functions a,, (n € N1). Giving to
each a,, the weight” (a,) :=n, we have that F[G] is an N-graded Hopf algebra, with
polynomial structure F [Qdif] = klay,aq,...,an,...] and Hopf algebra structure given by

n—1
A(ay) :an®1+1®an+zm_l am @ Q™ (a,),  €lan) =0

n—1

S(an) = —an =3 S(Q(02) = —an — Y S(a) QU (a)

where QY(ay) == >h_, (égl)Pt(k)(a*) and Pt(k)(a*) = Zjl,...,jk>0aj1 -+ aj, (the sym-
SitFin=t

metric monic polynomial of weight m and degree k in the indeterminates a;’s) for all m,
k, ¢ € Ny, and the formula for S(a,) gives the antipode by recursion. From now on, to
simplify notation we shall use notation G := G4 and G, := G = G4, Note also that

"We say weight instead of degree because we save the latter term for the degree of polynomials.
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the tangent Lie algebra of G4f is just the Lie subalgebra W:=! = Span ({dn|n € N1 })
of the one-sided Witt algebra W; := Der(k[t]) = Span ({ d,, := t"*!1-L lneNU{-1}}).

In addition, for all v € Ny the subset G” := {f € G| an(f) =0, Vn < v} is
a normal subgroup of G; the corresponding quotient group G, := ¢ / G¥ is unipotent,
with dimension v and function algebra F[G,] (isomorphic to) the Hopf subalgebra of
F [Q} generated by aq, ..., a, . In fact, the G”’s form exactly the lower central series of G
(cf. [Je2]). Moreover, G is (isomorphic to) the inverse (or projective) limit of these quotient
groups G, (v € N, ), hence G is pro-unipotent; conversely, F'[G] is the direct (or inductive)
limit of the direct system of its graded Hopf subalgebras F'[G,] (v € N,). Finally, the
set Godd .= {f € Qdif| asnt1(f) =0V n € N+} is another normal subgroup of Gdif
(the group of odd formal diffeomorphisms® after [CK3]), whose function algebra F[G°4d]
is (isomorphic to) the quotient Hopf algebra F [gdif} / ({agn_l }n 6N+) . The latter has the

following description: denoting again the cosets of the as,’s with the like symbol, we have

Ia [godd] = klag, ay, ..., a2y, ...] with Hopf algebra structure
n—1 —
Alazn) = a2, ® 1 +1® agp, + Zm—l azm @ Qn' . (a24) e(azn) =0
TL—l _ Tl—l —
S(CLQn) = —GQ2pn — Zmzl az2m S(anm(a'*)) = —a2n — Zmzl S(azm) nim(aQ*)

where Qf(az.) := > 5, (24;1) Pt(k)(az*) and Pt(k)(ag*) = Zjl >0 %201 T G2 for all

Jitetie=t
m, k, £ € N, . For each v € N, we can consider also the normal subgroup G* NG°4¢ and

the corresponding quotient G4 := G°dd/(G» N Godd): then F[GS44] is (isomorphic to)

the quotient Hopf algebra F[godd}/<{a2n,1}(2n_l)eN ,
algebra of F’ [Q’Odd} generated by aa,...,as[, 9. Allthe F [Q,‘/’dd] ’s are graded Hopf (sub)al-
gebras forming a direct system with direct limit F [QOdd]; conversely, the Go49’s form an

in particular it is the Hopf sub-

inverse system with inverse limit G°dd 1n the sequel we write G1 := Gedd and gj = ggdd .

For each v € N, | set N, :={1,...,v}; set also N, := N, . For each v € N} U{o0},
let £, = L(N,) be the free Lie algebra over k generated by {x,}, .y andlet U, = U(L,)
be its universal enveloping algebra; let also V,, = V(N,) be the k—vector space with basis
{Zn}pen, » and let T, =T(V,) be its associated tensor algebra. Then there are canonical
identifications U(L,) =T(V,) =k{{®, |n € N, }), the latter being the unital k-algebra
nen, » and L, is just the
. Moreover, £, has a basis B, made of

of non-commutative polynomials in the set of indeterminates {x,, }
Lie subalgebra of U, = T, generated by {xn}, oy
Lie monomials in the z,,’s (n € N,), like [Zn,, T,y [[Tn1s Tns)s Tnsly [Tnys Tngls Tns]s Tnyls
etc.: details can be found e.g. in [Re|, Ch. 4-5. In the sequel I shall use these identifications
with no further mention. We consider on U(L,) the standard Hopf algebra structure

given by A(z) =z®1+1®x, e(x) =0, S(z) = —z for all x € £, , which is also

8The fixed-point set of the group homomorphism ®: G — G, f+— ®(f) z+— &(f) (z) := —f(—=x)
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determined by the same formulas for x € {zn}neN,, alone. By construction v < p implies
L, C L, , whence the £,’s form a direct system (of Lie algebras) whose direct limit is
exactly Lo ; similarly, U(Ly) is the direct limit of all the U(L,)’s. Finally, with B, we
shall mean the obvious PBW-like basis of U(L,) w.r.t. some fixed total order < of B,,
namely B, = {ap [b="b1--bp;b,....bp € By by <+ < by }.

The same construction applies to define the corresponding “odd” objects, based on
{zn}pent> with N := N, N 2N, instead of {z,}, .y (for each v € NU {oco}). Thus
we have £} = L(N}), Uf =U(LY), V;F =V(ND), T,F) = T(V,"), with the obvious
canonical identifications U(L;}) = T(V,") = k({x, |n € N} }); moreover, L} has a basis
B made of Lie monomials in the z,’s (n € N), etc. The £’s form a direct system
and U(LZL) is the direct limit of all the U(L})’s.

Warning : in the sequel, we shall often deal with subsets {y;},cp (of some algebra) in
bijection with B, , the fixed basis of £, . Then we shall write things like y, with A € £, :
this means we extend the bijection {y,},cp = B, to Span ({yb}ber) = L, by linearity,
sothat y, =3, cp ab ifft A=3_p b (cp €k). The same kind of convention will
be applied with B, instead of B, and L instead of L, .

whose direct limit is £,

10.3 The noncommutative Hopf algebra of formal diffeomorphisms. For all
v e Ny U{oo}, let H, be the Hopf k—algebra given as follows: as a k—algebra it is simply
H, := k({a,|n € N, }) (the k-algebra of non-commutative polynomials in the set of

indeterminates {a,} ), and its Hopf algebra structure is given by (for all n € N,,)

neN,
n—1
Alay) =a, ®1+1@a, + » L an®Qi(a),  c(a,) =0

S(an) = —a = 3 an S(QE u(a) = —a,— Y S(an) QU (a)

(notation like in §10.2) where the latter formula yields the antipode by recursion. Moreover,

(10.1)

‘H, is in fact an N—graded Hopf algebra, once generators have been given degree — in the
sequel called weight — by the rule d(a,) := n (for all n € N, ). By construction the
various H,’s (for all v € N1 ) form a direct system, whose direct limit is H, : the latter
was originally introduced® in [BF2], §5.1 (with k = C), under the name Hf.

Similarly, for all v € Nj U {oo} we set K, := k({a,|n € NJ}) (where NJ :=
N, N (2N)): this bears a Hopf algebra structure given by (for all 2n € N)

n—1 _
A(aQn) = azn & 1 + 1 ® agn + Zm:l agm X Q;nfm(aQ*) ) E(aQn) =0
n—1 _ n—1
S(a2n) = —azn — Zm:l azm S(Q;n—m(a2*)) = —azp — Zm:l S(a2m) Q;n_m(a%k)

(notation of §10.2). Indeed, this is an N—graded Hopf algebra where generators have degree
— called weight — given by d(a,) := n (for all n € NI ). All the K,’s form a direct

9However, the formulas in [BF2] give the opposite coproduct, hence change the antipode accordingly;
we made the present choice to make these formulas “fit well” with those for F Gd1f (see below).
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system with direct limit Ko, . Finally, for each v € N there is a graded Hopf algebra
epimorphism H, — K, given by as, — as,, asm4+1 — 0 for all 2n,2m+1e€ N, .

Definitions and §10.2 imply that

(H,,) p 1= HV/([H,,,H,,D = F[g,,], via a,+—a, VvneN,

a

as N—graded Hopf algebras: in other words, the abelianization of H, is nothing but F [Qy} .
Thus in a sense one can think at H, as a non-commutative version (indeed, the “coarsest”
one) of F [Qy}, hence as a “quantization” of G, itself: however, this is not a quantization in
the sense we mean in this paper, for F [g,,} is attained through abelianization, not through
specialization (of some deformation parameter). Similarly we have also

() =Ko /(K0 K0]) = FIGH,  via asiras, V20N

as N—graded Hopf algebras: in other words, the abelianization of K, is just F [Qj }

Note that (H,,)v =H, = (H,,)/ (notation of §5.1) because H,, is graded and connected:
therefore applying the crystal duality principle to H, we’ll end up with (5.5), which means
we can deform H, in four different ways to Hopf algebras bearing some (Poisson-type)
geometrical content; and similarly for IC,,. In particular we’ll describe the Poisson groups
G+ and G~ , and their cotangent Lie bialgebras g3 and g_, attached to H, and to K, in
this way. We perform the analysis explicitly for H, ; the case IC, is the like, and we leave
to the reader the easy task to fill in details.

We follow the recipe in §§5.1-4. Let’s drop the subscript v (which stands fixed) and
write ‘H :=H, . Let R :=k[h], and set Hp := H|[h] = k[h] ®x H: this is a Hopf algebra
over k(A], namely H; = k[h]({a,|n € N, }) with Hopf structure given by (10.1) again.
More precisely, we have H[h] € HA w.r.t. the ground ring R := k[h] (a PID). Then
F(R)=k(h), and (Hp)p = k(h) @k Hi = k(h) @ H = H(h) =k(h){{a, |n € N, }).

10.4 Drinfeld’s algebra H;"' := (H[h])v . By the method in §5 leading to the Crystal
Duality Principle, we can apply Drinfeld’s functors at the prime h € k[h| to Hjp := HIA].
We begin with Hp' := >, o B "J" ( € (Hn)p = H(h)), where J := Ker (e, : Hp —
k[A] ) . We'll describe Hp” e;(plicitly, thus checking that it is really a QrUEA, as predicted
by Theorem 2.2(a); then we’ll look at its specialization at h = 1, and finally we’ll study
(Hﬁv)/ and its specializations at » = 0 and A = 1. The outcome will be an explicit
description of the diagram of deformations (5.3) for H =H (=H, ).

For all n € N,, set x, := h~'a, . Then clearly Hj;’ is the k[h]-subalgebra of H(h)
generated by the set {x,},cy , and thus Hp' = k[A]({x, |n € N, }). Moreover,
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n—1 m — 1
Alxn) :X”®1+1®X”+Zm:1 Zk:1 P (n T]Z_{— )Xn—m®P,Sf)(X*), e(xn) =0

n—1 m n—m+1

St = 0= 30, 1 ST (T (P ) = 102
== Y ST () SOt PP ()
= Xn m=1 L—atk=1 k Kn—m) L (X

for all n € N, , due to (10.1); from this one sees by hands that the following holds:

Proposition 10.5. Formulas (10.2) make Hp' = K[h]({xn, |n € N, }) into a graded
Hopf k[h]-algebra, embedded into H(h) :=k(h) @ H as a graded Hopf subalgebra. More-
over, Hy' is a deformation of H, for its specialization at h =1 is isomorphic to H, i.e.

HpY = Hﬁv/<h—1)Hhv ~ N wvia X, mod (h—1)Hy' — a, (VneN,)

‘h:l
as graded Hopf algebras over k. [

Remark: The previous result shows that Hj, is a deformation of H, which is “recovered”
as specialization limit (of Hy) at h = 1. The next result instead shows that H is also a

deformation of U(L,), which is “recovered” as specialization limit at h = 0. Altogether,
this gives the left-hand-side of (5.3) for H = H :=H, , with g_ =L, .

Theorem 10.6. Hp"' is a QrUEA at h = 0. Namely, the specialization limit of Hp' at

h=0 s Hhv‘ = Hhv/hHhv ~ U(L,) via X, mod AHy + x, forall n €N,,
thus inducing on (L,) the structure of co-Poisson Hopf algebra uniquely given by the Lie
bialgebra structure on L, given by 6(x,) = 2;11 (+1)zg ANxp_y (for all n € N,)O. In

particular in the diagram (5.3) for H = H (= H,) we have g_ = L, .
Finally, the grading d given by d(z,) :=1 (n € N) makes Hp’

= U(L,) into a
graded co-Poisson Hopf algebra; similarly, the grading O given by 8(1'_) =n (n € N)
makes Hhv’h 0% U(L,) into a graded Hopf algebra and L, into a graded Lie bialgebra.

Proof. First observe that since ‘Hp' = k[I] ({x,|n € N, }) and U(L,) = T(V,) =
k<{mn|n e N, }> mapping x, mod hHp' + xz, (V¥ n € N,) does really define an

isomorphism of algebras ®: Hy’ / hHp' = U(L,). Second, formulas (10.2) give

Alx,) =%, ®1+1®x%x, modh (Hhv ® Hhv>
€(x,) =0 mod hk[h], S(x,) = —x, mod hHp’

10Hereafter, I use notation a Ab:=a®b—-bRa.
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for all n € N, ; comparing with the standard Hopf structure of U(L,) this shows that &
is in fact an isomorphism of Hopf algebras too. Finally, as Hhv‘h is cocommutative, a
=0
Poisson co-bracket is defined on it by the standard recipe in Remark 1.5: applying it yields
8(wn) = (71 (Alxa) = A% (xy))) mod i (HpY @My ) =
= Enfl ("7m+1) Trm APV (z,) = 2:11 (L+1)xg N Tp_y VneN,. O

m=1 1

10.7 Drinfeld’s algebra (Hhv)/. I look now at the other Drinfeld’s functor (at h),
and consider (Hhv)/ = {77 € Hp' | dn(n) € A? (Hﬁv)®n Vne N} (C Hy”). Theorem
2.2 tells us that (Hhv)/ is a Hopf k[h]-subalgebra of Hy"', and the specialization of (Hhv)/
at h =20, that is (Hhv)/ o T (Hhv)//ﬁ (Hhv)/ , s the function algebra of a connected

algebraic Poisson group G- dual to G, , the latter being the connected simply-connected

Poisson algebraic group with tangent Lie bialgebra £, . In other words, (Hhv)/’h must
=0

be isomorphic (as a Poisson Hopf algebra) to F[G.,], where Gz is connected and has

cotangent Lie bialgebra Lie (ng) = L, . Therefore we must prove that (Hhv)/’ is a

commutative Hopf k—algebra, it has no non-trivial idempotents, and (co—Lie (G/;’:) = )
JO/J02 =~ [, as Lie bialgebras, where Jy := Ker <e: (Hhv)/’h — ]k) . We prove all this
=0

directly, via explicit description of (Hhv)/ and its specialization at h=0.

Step I: A direct check shows that x,, := hx, = a, € (Hﬁv)/, for all n € N, . Indeed,
we have of course 0o(%X,) = €(X,) € i Hy’ and 6, (fcn) = X, — €(X,) € B Hy'. More-
over, 0(%Xn) = Yoy Knm © Q™ (%) = X 11 e (T ) X @ P(k)(x*) =

h? (Hhv ® Hhv> Since in general §, = ((5g_1 ® 1d) 099 for all £ € N, , we have

n—1 m

— 1
56(5%) = (5é—1 & id) (52 Xn = Z h (n m ) 56—1(Xn—m) ® Pr(f)(x*)
=1k=1
®L

whence induction gives d,(%X,) € h* (Hh ) for all £ € N, thus x,, € (Hhv)/, q.e.d.

Step II: By Theorem 2.2 (a) we have that (Hhv)/‘h is commutative: this means [a,b] =
=0

0 mod h(Hhv)/, that is [a,b] € h(H;—LV)/ hence also h™1[a,b] € (Hﬁv)/, for all a, b €
(Hﬁv)/. In particular, we get [XZ,\x/m] = h[Xpn, Xm] = WX, Xm] € (Hﬁv)l for all n,
m € N, , whence iterating (and recalling £, is generated by the x,’s) we get x := hx €
(Hhv)/ for every x € L, . Hereafter we identify £, with its image via the embedding
L, —U(L, k({xn}neN ) = kA ({xn}en,) = Hp' given by x, — x, (n €N,).
Step I11: The previous step showed that, if we embed £, — U(L,) — Hp' via x,
x, (for all n € N, ) we find Z; = hL, C (Hhv)/. Let <£Nl,> be the k[h|-subalgebra
of (Hhv)/ generated by Z,: . then <Z,> C (Hhv)/, because (Hhv)/ is a subalgebra. In
particular, if by, € Hp” is the image of any b € B, (cf. §10.2) we have by == hby € (Hﬁv)/.
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Step 1V: Conversely to Step III, we have <Z,> D (Hﬁv)/. In fact, let n € (Hﬁv)/;
then there are unique d € N, n, € Hp' \ AHy  such that n = hn, ; set also § := y
mod h Hy' € Hhv/hHhV for all y € Hy'. As Hp' = k[A]{({x,|n € N, }) there is a
unique fi-adic expansion of 74, namely ny =mno+hm +--+hns =Y 1, hF . with
all ny € k({x,|n €N, }) and ny #0. Then 7} = 7o := 1y mod A'H"; thus Lemma
4.2(d) gives 9(19) < d, where now 9(7j) denotes the degree of 7y for the standard filtration
of U(L,). By the PBW theorem, (7o) is also the degree of 7y as a polynomial in the X;’s,
hence also of 7y as a polynomial in the x;’s (b € B,)): then hnq € <Z, ) C (Hhv)/ (using
Step III), hence we find

nay = Attt (771 + A+ + AT 175) =n—hin e (Hhv)/.
Thus we can apply our argument again, with 7, instead of n. Iterating we find 9(7x) < d+
k, whence hitkn,. € <£N,,> ( C (Hﬁv)/> forall k, thus n =37 _,h?t n, € <,/CVV ), qed.
An entirely similar analysis clearly works with Kj taking the role of Hjy, with similar

results (mutatis mutandis). On the upshot, we get the following description:

Theorem 10.8. (a) With notation of Step II in §10.7 (and |a,c]:=ac—ca ), we have

(Hy) = <EV> _ k[h]<{lN)b}b€Bu>/<{ [Ebl,EbQ} — 1 [by,, by, ] ’vz)l,bz € B, }) .

(b) (Hhv)/ is a graded Hopf k[Rh]-subalgebra of Hy' , and H is naturally embedded into
(Hhv)/ as a graded Hopf subalgebra via H —— (Hhv)/, a, — X, (forall neN,).

(c) (Hhv)/ o (Hhv),/h (Hhv)/ = F[G.}], where G, is an infinite dimensional
connected Poisson algebraic group with cotangent Lie bialgebra isomorphic to L, (with the
graded Lie bialgebra structure of Theorem 10.6). Indeed, (Hﬁv)l‘ s the free Poisson

(commutative) algebra over N, , generated by all the i”‘h:o (n E_N,,) with Hopf struc-
ture given by (10.1) with X, instead of a,. Thus (Hhv)/‘h—o s the polynomial algebra
k[{ B }beBJ generated by a set of indeterminates { By },cp in bijection with the ba-
sis B, of L,, so Gp& = AkB” (a (pro)affine k—space) as algebraic varieties. Finally,
Floe) - ()|
mial algebras and th_e Hopf algebra grading inherited from (Hhv)/, respectively given by
d(gb) =1 and 3(&,) = Zle n; for all b= [[Tny, Tny)s Tnsls ], Tn,] € By .

(d) F[Qy] is naturally embedded into (Hhv)/ = F[G/;ﬂ as a graded Hopf subal-

gebra via i : F[gy} s (Hhv)/‘h . = F[Gﬁﬂ, Ay — <)~(n mod h(Hﬁv)/) (fOT all

n € N, ); moreover, F[g,,} freely gengmtes F[Ggﬂ as a Poisson algebra. Thus there is an

>~ k[{ By }yep | bears the natural algebra grading d of polyno-
0 v

algebraic group epimorphism . : Ger — G, , that is G¢' is an extension of G, .
(e) Mapping (in mod h (Hhv)/> — a, (for all n € N,) gives a well-defined graded
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Hopf algebra epimorphism m: F[Ggﬂ —»F[QV}. Thus there is an algebraic group
monomorphism 7.: G, — Gg., that is G, is an algebraic subgroup of G .

(f) The map p is a section of 7, hence m, is a section of . . Thus Gz is a semidirect
product of algebraic groups, namely Gg: = G, x N,, where N, := Ker (u.) < Gz .

(9) The analogues of statements (a)-(f) hold with K instead of H, with Xt instead of
X forall X =L,,B,,N,,u, 7, N, , and with G[E instead of G .

Proof. (a) This part follows directly from Step III and Step IV in §10.7.

(b) To show that (Hhv)l is a graded Hopf subalgebra we use its presentation in (a). But
first observe that by construction a, = %, (for all n € N, ), so H embeds into (Hﬁv)/
via an embedding which is compatible with the Hopf operations: then this will be a Hopf
algebra monomorphism, up to proving that (Hhv)/ is a Hopf subalgebra (of Hp' ).

Now, €y,v obviously restricts to give a counit for (Hhv)l. Second, we show that
A((Hﬁv)/) C (Hhv)/ ® (Hhv)/, so A restricts to a coproduct for (Hhv)/. Indeed, each

b € B, is a Lie monomial, say b = [[[...[Tn,s Tny), Tngls- -] Tn,] for some k, ny, ...,
ng € N, , where k is its Lie degree: by induction on k we’ll prove A(bb) € (Hhv)/@) (Hﬁv)/
(with by :=hby = A[[[- .- [Xnys Xng)s Xngls - - - s Xny ] )-

If k=1 then b=z, for some n € N,. Then b, = Ax, = a, and

n—1
A(by) = Alan) = an@1+18a,+ Y an m@Qp "(a,) € K@ C (1Y) @ (1) .

m=1

If K> 1 then b= [b",z,] for some n € N, and some b~ € B, expressed by a Lie
monomial of degree k — 1. Then by = h [b~,x,] = [B_,xn} and

A(by) = A([b7xi]) = [A(B7).a00)] = a7 [A(B7), Af)] =
= p! {Z(s_)f)(‘l)@vﬁ(}) : an®1+1®an—l—znm_11an_m®Q"m_m(a*)} —
- Z(gf)hil [B(_l)’a”] ®B(_2) T Z(gf)g(_l)@)hil [B(E)’a”} *

n—1
+ Z Z <h_1 [Ba) ) an—mi| ®B(2) Q?n_m(a*) + Ba) an—m®h_1 [E(}) ) Q?n_m(a*)])
(87) =1

where we used the standard ¥-notation for A(lN)*> = E(B*) E(_1) ® lN)(_Q) . By inductive
hypothesis we have E(_1)v E(_Q) € (Hhv)/; then since also a, € (Hhv)/ for all ¢ and since

(H;—LV)/ is commutative modulo A we have

W By an | i by an |07 by an |87 by @5 (@) | € ()
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for all n and (n—m) above: so the previous formula gives A(Eb) € (Hhv)/® (’Hhv)/ , q.e.d.

Finally, for the antipode we proceed as above. Let b € B, be the Lie monomial
b=1[[-. [Jcnl,fm],a:ng], . ;],xnk] , 80 by = hby = R[] .. [Xny Xno), Xns|y - -+ ], Xn, |- We
prove that S ( bb) € (Hhv) by induction on the degree k.

If k=1 then b=z, for some n, so Bb:hxn:an and

S(by) = S(an) = a3 A S@ (@) € K C (1), qed

If k> 1 then b=[b",z,] forsome n € N, and some b~ € B, which is a Lie monomial
of degree k — 1. Then b, = hb™,x,] = [B*,Xn} =ht [B*,an} and so

$(bs) = S([p7xa]) = 271 [S(an), S(b7)| € BT (1Y) ()] € (HY)'

inductive assumption S ( b_) € (Hh )/ and the commutativity of (Hhv), modulo # .

(c) As a consequence of (a), (Hpz' /

using the fact S(a,) = S(X,) = S(Exn) € (Hhv)/ (by the case k=1) along with the
\%

. is a polynomial k—algebra, namely
=0

(M)’

=k {B}yes|  with  Byi=by, mod h(Hy) forall b€ B,.

So <Hhv)/‘h—o is the algebra of regular functions F[I'] of some (affine) algebraic variety I;

as (Hhv)/ is a Hopf algebra the same is true for (Hhv)/‘h .= F[I'], so I' is an (affine)

algebraic group; and since F[I'] = (Hhv)/‘h is a specialization limit of (Hhv)/, it is
=0
endowed with a Poisson structure too, hence I" is a Poisson (affine) algebraic group.
We compute the cotangent Lie bialgebra of I'. First, m. := Ker (eF[p]) = ({ o }beB )

(the ideal generated by the 3,’s) by construction, so m2 = ({ B, Bbs } by by€ B ) Therefore
the cotangent Lie bialgebra Q(F [ ]) =m, / mZ as a k—vector space has basis {Bb } beB

where Eb := 3, mod m? for all b€ B, . For its Lie bracket we have (cf. Remark 1.5)
(B B = { s} mod m2 = (h" By, by, ] mod i (H,¥)') mod m? =
= (W52 [y, by, ] mod i (Hp')') mod mZ = (R, 4,y modh (Hy)') mod m2 =
= (B[bhbﬂ mod h(Hhv),> mod m2 = Bib, by) MOd m2 = B[bl,bg] ,

thus the k-linear map V¥: L, — me/me2 defined by b +— §, for all b € B, is a Lie
algebra isomorphism. As for the Lie cobracket, using the general identity § = A — A°P
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mod (mZ ® F[I'] + F[I'l ® m&) (written mod m2 for short) we get, for all n € N, ,
6(Ba,) = (A=AP)(8,,) modm? = ((A—A%) (%) mod h((Hy') @ (Hy")')) modm2 =
_ n-l n—m / / o
= ((an ANl +1Aa, + Zm:l An—m N Q) (a*)) mod A (Hh ® Hp )) mod m2 =

141 " nm d m2
- (ﬁwn /\ + /\ﬂmn _'_ Zm:1 /Gmnfm /\ Qm (ﬁfﬂ*)) mo me -
n—1 —
= (Z _ Bou A Q’{m(ﬂx*)> mod m2 =

n—l —m (n—m+1 _
= (k) 5
S (LT () B AR5 ) mod i -

= (L () e n P ) moa i =
n— _ 1\ _ . . B B
— Zm:11 (n T+ ) Bo  ANB, = 26211 (t+1) By, AB,._,

because — among other things — one has p¥ )(ﬁm*) € m?2 for all k> 1: therefore

0(B,,) = Z;:(H 1) By ABy,, ¥ meEN,. (10.3)

Since L, is generated (as a Lie algebra) by the x,,’s, the last formula shows that the map
U: L, —m, / mZ given above is also an isomorphism of Lie bialgebras, q.e.d.

Finally, the statements about gradings of (Hhv)/‘ should be trivially clear.

(d) The part about Hopf algebras is a direct consequence of (a) and (b), noting that the
X,’s commute modulo A (Hhv)/7 since (Hhv)/‘ is commutative. Then, taking spectra
(i.e. sets of characters of each Hopf algebras) hv_vg get (functorially) an algebraic group
morphism i, : Gz —— G, , which in fact happens to be onto because, due to the special
polynomial form of these algebras, each character of F [Ql,] does extend to a character of
F|G..] , hence the former does arise from restriction of the latter.

(e) Due to the explicit description of F'[G,| coming from (a) and (b), mapping <5cn
mod 7 (Hhv)/> — a, (for all n € N,)) clearly yields a well-defined Hopf algebra epimor-
phism 7: F [GL:} —» F [Qy} (w.r.t. the trivial Poisson bracket on the right-hand-side)
is again a routine matter. Then taking spectra gives a monomorphism 7, : G, —— G,
of algebraic groups as required.

(f) The map p is a section of 7 by construction. Then clearly 7, is a section of pu, ,
which implies G¢* = G, x NV,, (with N, := Ker (u,) < G¢*) by general theory.

(9) This ought to be clear from the whole discussion, for all arguments apply again —
mutatis mutandis — when starting with IC instead of H ; details are left to the reader. [



100 FABIO GAVARINI

Remark: Roughly speaking, we can say that the extension F[G,] «—— F[G.)] is
performed simply by adding to F’ [Qy} a free Poisson structure, which happens to be com-
patible with the Hopf structure. Then the Poisson bracket starting from the “elementary”
coordinates a,, (for n € N, ) freely generates new coordinates {ay, , an, }, {{@n,, an, }, an, },
etc., thus enlarging F[QV} and generating F[Ggi]. At the group level, this means that
G, freely Poisson-generates the Poisson group G : technically speaking, new 1-parameter
subgroups, which are build up in a “Poisson-free” manner from those attached to the a,,’s,
are freely “pasted” to G, , thus expanding it and so building up G. . Then the algebraic
group epimorphism Gg* ., G, is just a “forgetful map”: it kills the new 1-parameter
subgroups and is injective (hence an isomorphism) on the subgroup generated by the old
ones. On the other hand, definitions imply that F[Gel] /({F[Gel], F[Gel]}) = F[G, ],
and with this identification the map F [Ggﬂ s F [Q,,] is just the canonical map, which

“mods out” all Poisson brakets {f1, fo}, for fi, fo € F [Ggﬂ )

10.9 Specialization limits. So far, we have already pointed out (by Proposition 10.5,
Theorem 10.6, Theorem 10.8(¢)) the following specialization limits of Mz’ and (Hhv)/:

Hy =oHm, myY 2=Suw), (M) 2 Flas]

as graded Hopf k—algebras, with some (co-)Poisson structures in the last two cases. As for
the specialization limit of (Hhv)/ at h =1, Theorem 10.8 implies that it is H. Indeed, by
Theorem 10.8(b) H embeds into (Hhv)/ via a, — X, (for all n € N, ): then

e~

[an, a,] = [in,im} = h[Xn,Xm] = [Xn,Xm| mod (h—1) (Hhv)/ (‘v’ n,m € N,,)

whence, due to the presentation of (’Hhv)/ by generators and relations in Theorem 10.8(a),

(H")’

= (1) J(h=1) () = k(R Koy Koo ) = K(@ By )

(where € := ¢ mod (h—1) (Hhv)l) as k-algebras, and the Hopf structure is exactly the
one of H because it is given by the like formulas on generators. In a nutshell, we have

() L=

as Hopf k—algebras. Therefore we got the bottom part of the diagram of deformations
(5.5), corresponding to (5.3), for H =H (:="H,): it is

0+—h—1

U(L,) = Hy HhV’ —H=(H)| 0 (HY)| = F[G]
h=0  Hp h=1 h=1  (Hp) h=0
. 0—h—1 1+—h—0 * . . .
or simply U(L,) H F|[G;)] . Therefore H is intermediate

Hhv (Hh\/)/
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between the (Poisson-type) “geometrical symmetries” U(L,) and F[Ggﬂ, hence the geo-
metrical meaning of the latters should shed some light on it; in turn, the physical meaning
of H should have some reflect on the physical meaning of both U(L,) and F[G,)].

10.10 Drinfeld’s algebra H; := (H[h])/ . From now on we shall deal with Drinfeld’s
functors in the opposite order: first ()’, and then ()". Like in §2.1, define Hj/ := {ne
Hr, ’ 5,(n) € AVHE™ V€ N} ( C Hh) . We shall describe H} explicitly, thus checking
that it is really a QFA, as predicted by Theorem 2.2 (a); then we’ll look at its specialization
at h =0 and at A = 1, and finally we’ll study (H;{)v and its specializations at A = 0
and i = 1. The outcome will be an explicit description of (5.4) for H =H (= H, , with
v € NU{oo} fixed as before).

Let D := D(H) = {Dn}, = {Ker (0n: H — (RT)®")} o
filtration of H as considered in §5.1. Then by Lemma 5.2, we have

be the Hopf algebra

Hi = RL(H) = k[h]- Do+ hk[h]- Dy + -+ h"k[h] - Dy, + - -

so we only need to compute the filtration D . The idea is to describe it in combinatorial
terms, based on the non-commutative polynomial nature of H .

As before, we proceed in steps.

10.11 Gradings and filtrations: Let 0_ be the unique Lie algebra grading of £,
given by 0_(aw,) :=n—140d,; (forall n € N, ). Let also d be the standard Lie algebra
grading associated with the central lower series of £, : in down-to-earth terms, d is defined
by d([--[[s,,s,),---2s,]) =k—1 on any Lie monomial of £, . Since both d_ and d are
Lie algebra gradings, their difference (0_ —d) is a Lie algebra grading too. Let {Fn}n N
be the Lie algebra filtration associated with the grading (0— — d); then the down-shifted
filtration T := {Tn =F,_1 }nGN is again a Lie algebra filtration of £, . There is a
unique algebra filtration on U(L, ) extending T', which we denote by © = {@n}n ey asa
matter of notation, we set also ©_; := {0} . Finally, for each y € U(L,) \ {0} there is a
unique 7(y) € N with y € ©,() \ O,(y)—1; in particular, we have 7(b) = d_(b) —d(b),
(b)) =7(b) +7(t') and 7([b,0]) =7(b) + (b)) — 1 for all b,b' € B, .

We can explicitly describe @. Indeed, let us fix any total order < on the basis B, of
§10.2: then X :— {z_) - bl---bk) keN, by,....bp € By, by < --- < bk} is a k-
basis of U(L,), by the PBW theorem. It follows that @ induces a set-theoretic filtration
X ={X,}, _, of X with X, := X N6, = {Q:: bl---bk‘ keN, by,....bp € B, by <

v Rb, T(D)=T(b1)+ -+ T(bk) < n } , and also that ©,, = Span (Xn) for all n € N.

Let us define ap := a; and «, := a,, —a;” for all n € N, \ {1}. This “change of
variables” — which switch from the a,,’s to their “differentials”, in a sense — will be the
key to achieve a complete description of the filtration D ; in turn, this will pass through a

close comparison among H and U(L,).
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By definition H = H, is the free associative algebra over {a, },en,, hence — by defini-

tion of the a’s — also over {a, }nen, ; S0 we have an algebra isomorphism @ : H < U(L,)
given by a,, — z, (¥ n € N,). Via ® we pull back all data and results about grad-
ings, filtrations, PBW bases and so on mentioned above for U(L,); in particular we set
oy = O(xp) = oy, - -y, (forall by,....b, € By), A, := ®(X,) (for all n € N) and
A= ®(X) =, ey An - For gradings on H we stick to the like notation, i.e. d_, d and 7,
and similarly for the filtration © .

Finally, for all a € H\{0} weset also  (a) :=k iff a € D\ D1 (with D_; := {0}).

Our goal is to prove an identity of filtrations, namely D = @, or equivalently x = 7. In
fact, this would give to the Hopf filtration D, which is defined intrinsically in Hopf algebraic
terms, an explicit combinatorial description, namely the one of © explained above.

Lemma 10.12. For all ¢,t € N, t > 1, we have (notation of §10.11)
Zi(en) = (Qi(ac) = (T a) €01 and Qf(a.) €6,\ 6,1 .

Proof. When t =1 definitions give Q{(a,) = ({+1)a; € ©1 andso Z{(a.) = ({+1)a; —
(641'1) a; =0€ O, forall £ € N. Similarly, when ¢ =0 we have Q%(a.) =a; € ©; and
so Z0(a) = a; — (}) a)! = a; € ©;_1 (by definition), for all ¢t € N .
When ¢ >0 and ¢t > 1, we can prove the claim using two independent methods.
First method: The very definitions imply that the following recurrence formula holds:

Qi a.) = Qi (a,) +Z Qtsa* as + ay V £>1,t>2.

From this formula we argue
Z{(a) = Qfa,) — (T al = @ '(a) + XLiQiTi(a)as +a — (T a’ =
= Z7 &) + (M al + 2 <Zf “a(as) + (Z*ﬁzﬂ) a1t_s) a;+a, — (“Tha' =
= Z{ N a) + (T et + X2 A (o +an®) +

I Z (@ 1+t Vo' (g + ar’) + (o + at) — (f—l—t) al =
_ Zﬁ 1(21*) + Zt 1Z£ 1( )((15+(11) + Z (é 1+t s)altfsas + oy +

+ Z (Z l+t s) alt sa + a + (f l—‘,—t) o (ﬁ—i—t) alt —
= Z{a.) + X127 a )(a5+a1) + Y (T el e ot

# (S - 7)) e =
Zﬂ 1(a*) + Zt 1Z£ 1( )(Oés+0415) + Z (Z 1+t s) alt—sas + ay

because of the classical identity (ef) = Zi:o (%F{T) . Then induction upon ¢ and the

very definitions allow to conclude that all summands in the final sum belong to ©;_1, hence
Z () € ©;_1 as well. Finally, this implies Qf(a.) = Zf(cw) + (“t't) al €6\ 6.
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.aj

s )

Second method: Qf(a.) == YL, (ngl) Pt(s)(a*) =", (“8'1) Z] PR
_71‘1"7 "i_;s =t
by definition; then expanding the a;’s as a; = a1 and a; = a; + o’ (for j > 1) we find

that Qf(a,) = Qf(a + oy*) is a linear combination of monomials o, --- e,y with
Jiye-yds >0, it +js=t, ag,) € {ajr, al'r} for all r. Let @Q_ be the linear combi-
nation of those monomials such that (o), @), - -, a(js)) =+ (aljl o2, . .,al'S) ; for
the remaining monomials we have o, - @, - -+ aj, = ay/* T TJs = ;| hence their linear
combination giving @, = Q¢(a.) — Q_ is a multiple of i, say Q, = N a’.

Now we compute this coefficient N . First, by construction N is nothing but N =
QY1,) = QY(1,1,...,1,...) where the latter means the (positive integer) value of the
polynomial Q¢ when all its indeterminates are set equal to 1. Thus we compute Q¥(1.).

Recall that the Q{’s enter in the definition of the coproduct of F[G4]: the latter is
dual to the (composition) product of series in G4, thus if {a,, }nen, and {b, }nen, are two

countable sets of commutative indeterminates then
+oo n+1 +oo m+1 —
<I+Zn:1anx )O(:'E—f—Z’I’TL:].brnm > T
+o00 1 +oo +o0o 1 n+1 +o0 et 1
= <m+2bmxm+)+2an<x+2bmmm+> =z+ > cpat
m=1 n=1 m=1

k=0

with ¢, = Q%(bs) + Zle ar - Q_,(by) (cf. §10.2). Specializing a; =1 and a, =0 for
all 7€ we get crye = Q% ,(by) + Qf(by) = biye + Qf(by) . In particular setting b, = 1,
we have that 1+ Q%(1,) is the coefficient c,y; of z‘***1 in the series

(m +w£+1)o<w—|— — 1xm+1> =
= (z —|—$e+1)o(1’~(1—x)_1) = :c~(1—x)_1+(x‘(1—$)

41
Zm 095erl + x“—l( +Ooox ) = Zm Ome + $£+1Z (Hn)x =

_1)€+1

= Yoo+ X 1+ ()t

therefore 1 + Q4(1,) = copy = 1+ (Ht), whence Qf(1,) = (Zf). As an alternative

approach, one can prove that Qt( ¥) = (Zf) by induction using the recurrence formula
Qi (x.) = Q@ (%) + 202 QEZh (%) x5 + %, and the identity (“F7) =0, (‘0171 .

The outcome is N =Q1,) = ( T (for allt,?), thus Qf(a.)— (“lft) a = Q_+Q4+—

(ﬂ;t) a; = Q_+Na,— (“lft) a; = QQ_. Now, by definition 7(e;,) = jr—1 and T(al*) =
Jr . Therefore if ;) € {ajr,alj”} (for all » =1,...,5) and (aj,), Q(jp)s - -+ Q) 7
(o, a2, ..., ar’*), then 7(a,) - ay,)) < ji+--+js—1=1t—1. Then by
construction 7(Q_) < t—1, whence, since Z{(a,) := Qf(a*) (“lft) a; = QQ_, we get also
T(Zf(an)) <t—1, ie. Z{(an) € Op_1, s0 Qf(ay) = Z; (o) + (“t't) a' €0,\0;_,. O
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Proposition 10.13. © is a Hopf algebra filtration of H .

Proof. By construction (cf. §10.11) © is an algebra filtration; so to check it is Hopf too
we are left only to show that (x)A(O,) € > .. 6, ®6, (forall n € N), for then
S(6,) C O, (for all n) will follow from that by recurrence (and Hopf algebra axioms).

By definition ©g = k- 1,,; then A(1,) = 1,, ® 1,, proves (x) for n =0. For n =1
definitions tell that @; is nothing but the direct sum of @y with the (free) Lie (sub)algebra
(of H ) generated by {1, a2}. Since A(a;) = 1 ®@1+1®@a; and A(az) = a2@1+1®as
(directly from definitions) and since

A([xay]) = [A(w),A(y)} = Z(x),(y)([ﬂf(l)yy(l)] QT(2)Y2) T T1)Ya) ® [95(2)79(2)])

(for all x,y € H) we argue that (x) holds for n =1 too.

Further on, for every n > 1 we have (setting Qf(a.) =1 = ay for short)

Alay,) = A(an)_A(aln) = ZZ:O ak@Qﬁ k(a*)_zz 0 (n) k®aln_k =
= Y ® QN (a) + Y oal "o Zh (o)

hence A(a,) € )2, .1 0, ®6; due to Lemma 10.12 (and to oy, € Oy, 1 for m > 1).

Finally, as A([% y]) = [A($)7 A(y)} :Z(x)7(y) ([90(1);y(l)]®$(2)y(2)+$(1)y(1)®[9€(2); y(2)])
and similarly A(zxy) = A(z)A(y) = Z(m)’(y) r1)Ya) ® T(2)y2) (for x,y € H), we have
that A does not increase (0_ — d): as O is exactly the (algebra) filtration induced by
(0— —d), it is a Hopf algebra filtration as well. [

Lemma 10.14. (notation of §10.11)
(a) k(a)<0(a) for every a € H\ {0} which is O(a)-homogeneous.
(b) k(ad)<k(a)+r(d) and k([a,d']) < k(a)+r(a’) forall a,a’ € H\{0}.
(c) k(o) =0_(ax )—T(O{n) for all n e N, .
(d) & (e, as]) O_(a) + 0_(as) — 1 =7([ay, ) forall v, s €N, with r #s.
(e) k(o) =0_(ap) —d(ay)+1=71(cp) for every b€ B, .
(f) k(ap,ap, - o,) =T(p, 0, -+ - p,) for all by,ba,... by € B, .
(g) ([abl,abg]) = /{(abl) + /{(abQ) —1= T([abl,abZ]) , forall by,by € B, .

Proof. (a) Let a € H\{0} be d(a)-homogeneous. Since H is graded, we have 9(d¢(a)) =
O(a) for all £; moreover, §y(a) € J®¢ (with J := Ker(ey)) by definition, and 9(y) > 0
for each 0-homogeneous y € J\ {0}. Then d,(a) =0 for all £ > d(a), whence the claim.
(b) This is just a reformulation of Lemma 3.4 (c).
(¢) By part (a) we have k(a,) < d(a,) = n. Moreover, by definition (52(an) =
Pl ar@Qk_, (a.), thus 6,(a,) = (0,-19081) (62(an)) = S po 115n ()01 (QF_(ax))
by coassociativity. Since §¢(a,,) =0 for £>m, Q" '(a,) =na; and & (a;) = a;, we
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have d,(a,) = dp_1(an—1) ® (nay), thus by induction §,(a,) =n!a;®* (#0), whence
k(a,) =n. But also §,(a;") =n!a;®". Thus &,(a,) = d,(a,) — d,(as™) =0 for n > 1.
Clearly k() = 1. For the general case, for all ¢ > 2 we have

/—

o) © 61 (QF-i(a.)

de—1(ag) = (6—2 ® 61)(d2(ay)) = Z

which, thanks to the previous analysis, gives

5L4®0::5L2@LQM§(M—1NQ+<%;1)af)—F&_ﬁw_ﬂ®€a1:

= (-1 a2 g (az + : a12> + 0 6p—o(a—1)®@ay .

Iterating we get, for all ¢ > 2 (with (_21) := 0, and changing indices)

=1L} _ m— 1 e
de-1(ar) = Zmzl m+ 1 ca @ (3-2 + ~a12> ® a;®¢-1-m)

2

On the other hand, we have also

-1 4] ~ .
i) = X0 G el wa watoin,

Therefore, for §,—1(a,) = dp—1(an) — dn—1(a;™) (for all n € N, , n > 2) the outcome is

n—1 n) B o
5n—1(an) - Zm:l m + 1 ' a1®(m 1) ® (3.2 - a12) ®a1®( 1 ) =

n—1 n!
— . ®(m—1) ®(n—1—-m) .
= E et T 1 aq ® a2 ® ;

(10.5)

in particular 6,,—1(a,) # 0, whence o, € D,,—2 and so k(a,) =n—1, q.e.d.
(d) Let r #1+#s. From (b)—(c) we get (o, o)) < K(a) + k(as) =r+s—2. In
addition, we prove now that (5T+s_3([a,a, as]) # 0, which yields (d). Lemma 3.4(b) gives

5r+s—3([aryas]) - Z [5A(ar)75Y(as)] - Z [] (6r—1(ar))7jY(5s—1<as))] .

AUY ={1,...,r+5-3} AUY={1,...,r+s—3}
ANY #0 ANY #0, |Al=r—1,|Y|=s—1

Using (10.5) in the form d,_1(ay) = an_:ll % e ®0® 2 Loy @y (for some ny € H ),

and counting how many A’s and Y’s exist with 1 € A and {1,2} C Y, and — conversely
— how many of them exist with {1,2} C A and 1 €Y, we argue

6r+s—3([ara as]) = Cr,s'[a% a1]®a2®a1®(r+5_5) + o1 R®p1 + aa®pa + [ag, a1]®a1 ®¢
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for some @1,y € HOU+s=4) ) ¢ H@(r+5=5) ~and with

rl sl r4+s—>5 sl 7l s+r—>5 2 (r\ /(s
_ 2 0 —— _ _ 5\
s T 93 ( r—2 ) 23 ( 5—2 ) 3 (2)(2>(8 r)(r+s-5!#£0.

In particular 5r+s_3([ar,as]) = ¢ [, 1] @ ® a2 ts75) 4 1it., where “Lit.”
stands for some further terms which are linearly independent of [a2, 1| ®@ g QR ®(r+s=5)
and ¢, s # 0. Then 5r+s_3([ar,as]) #0, q.e.d.

Finally, if » > 1 = s (and similarly if 7 =1 < s) things are simpler. Indeed, again (b)
and (c) together give r([a,, 1)) < k() + k(a1) = (r —1) +1=r, and we prove that
(5T_1([ar,a1]) # 0. Like before, Lemma 3.4(b) gives (since 61(a1) = 1)

1
Sroi(laman]) = Y [Salen). dy(an)] = [5T_1(ar), 18¢=1 g gy @ 18r=1-R) | =

AUY={1,2,....r—1} k=1
ANY #£0, |A|=r—1, |Y|=1

1
I

r—1

r!

= Z ca®m D @ g, 1] @ @™ £ 0 qeed.
= m +1

(e) We perform induction upon d(b): the cases d(b) =0 and d(b) =1 are dealt with
in parts (c¢) and (d) of the claim, thus we can assume d(b) > 2, so that b = [V/,z,] for
some ¢ € N, and some other b € B, with d(b') = d(b) —1; then 7(oy) = 7([aw, o)) =
T(ap) + 7(ap) — 1, directly from definitions. Moreover 7(ay) = k (as) by part (¢), and
T(ap ) = Kk (o) by inductive assumption.

From (b) we have r(oy) = r([ay, ar]) < k(ay) + k(o) — 1 = 7(ay) + T(ap) — 1 =
T(ap), 1. e. K(ap) < 7(ap); we must prove the converse, for which it is enough to show

Or(ap) () = o[- [[on, o], ), ... 2] @ A ® o ®T@)=2) 4 i, (10.6)

d(b)+1

for some ¢, € k\ {0}, where “Li.t.” means the same as before.
Since 7(ow) = 7(low, ou)) = T(ow) + £ — 2, computation via Lemma 3.4(b) gives

Or(an) (@) = Or(ay) (low, a]) = > [6a (), by ()] =

= Z (74 (07 (ay) (@), Gy (60—1(cw))] =
AUY ={1,....7(cp)} , ANY #£0
IAl=7(ay ), |Y|=t—1
= Z [jA (Cb’ [--- [5117 s, ... ,a%]®a2®a1®(T(ab')_2)), jY(% a2®a1®(€_2))} + Lit. =

AUY={1,...,7(ap)} , ANY #D d(b75+1
Al=T(ey), |Y|=t-1

/! -2
=Gy (T(?b—)Z ) ALl ao), ), ), | @ ap @ @ ® T2 4 L,

d(b/)+1+1 = d(b)+1
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(using induction about ay); this proves (10.6) with ¢, = ¢ - —‘ . <T(°‘b) 2) #0.

Thus (10.6) holds, yielding d;(q,)(c) # 0, hence x(cy) > T(ab), q.e.d.

(f) The case £ =1 is proved by part (e), so we can assume ¢ > 1. By part (b) and the
case £ =1 we have k (ap, ap, -+ - ap,) < Zle k(o) = Zle T(ow,) = T(op, 0y - - - Op,) ;
so we must only prove the converse inequality. We begin with ¢ =2 and d(b;) = d(b2) =0,
so oy, = o, o, = g, for some r, s €N, .

If r=s5=1 then k(a,) = k(as) = k(ay) =1, by part (¢). Then

(52(041(11) :52(31&1) = (id—€)®2A(312) = 2.a1®a1 = 2-a1®a1 §£ 0

so that k(g a1) > 2 = k(1) + k(1) , hence k(g a1) = k(ay) + k(a1), q.e.d.

If »>1=s (and similarly if r =1 <s) then x(a,) =7—1, k(as) = k(1) =1, by
part (¢). Then Lemma 3.4(b) gives
5r(ar al) = Z 5A(a7”) 5Y(a1) =

AUY:{l,...,T}
|A\:r , Y |=1

ZZ ®(k 1)®1®a®(m1k)®a2®al®(r1m))
m+1
m=1k<m

X (1®(k_1) ® o ® 1®(’"_k)) +

®(m 1)®a2®a1®(k 1— m)®1®a®(7’ 1— k))

k>m
X (1®(k—1) ®Ra; ® 1®(7"_k)) —

r !
_ Z :_1 0D @y @ @201 £

so that k(a,a1) > r =k(a,) + k(ay) and so k(a, o) = k(a,) + k(o) , qed.
Finally let r,s > 1 (and r # s). Then k(a,) =7 —1, k(as) =s—1, by part (¢);
then Lemma 3.4(b) gives

5r+s—2(ar as) = Z 5A(ar) : 5Y(as) = Z jA((sr—l(a'r’)) ‘jY(és—l(as)) .

AUY ={1,...,r+s-2} AUY ={1,...,r+s—2}
[Al=r—1, |Y|=s—1 |A|=r—1, |Y|=s—1

Using (10.5) in the form §,_1(a;) = ng:ll %' co @ an® 2 Loy @y (for some n, € H
and ¢t € {r,s}) and counting how many A’s and Y’s exist with 1 € A and 2 € Y and

viceversa — actually, it is a matter of counting (r — 2, s — 2)-shuffles — we argue
6T+S—2 (ar as) = €rs Q2 PXN e HRY a1®(7“—|—s—4) + o @@

for some ¢ € H®(+5-3) and with

rl sl r+s—4 s+r—4 rlsl r4+s—4
fre = 7’7’(( r—2 >+( 5 —2 )> T ( r—2 ) # 0.
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In particular 6,44 o (ar as) =€t R ® a5 4 [it., where “Li.t.” stands
again for some further terms which are linearly independent of a @ as ® a1®(" =% and
ers 7 0. Then ;44 2 (ar as) #0, so kla, 1) >1r+5s—2=kr(a,) +K(ay), q.ed.

Now let again ¢ = 2 but d(by),d(b2) > 0. Set k; := r(ayp,) for i = 1,2. Applying
(10.6) to b =07 and b= by (and reminding 7 = k) gives

5H1+Fv2<ab1 abz) = Z 5A(ab1)5y(ab2) = Z jA(5H1<ab1)) jY(dﬂz(abz)) =

AUY={1,...,k1+K2} AUY ={1,...,k1+K2}
[Al=k1, |Y|=kK2

- Z jA(Cb1 '["‘[[(117612]76342],---7042]®a2®a1®(“172) + l.1'.t.> X
AUY={1,....k1+ A
|A|:i1, lY'fllszZz} d(b1)+1

X jy(Cb2 . [---[[?1,0[2],02],...,0(2}]®az®a1®(n2_2) + l.j.t.) =
d(b2)+1
/€1—|—/€2—4
:Cblch-Q( l£1—2 )X
x ["'[[91,(12],012],...,a%]®[...[[927a1]702]’...,a%]®a2®a2®a1®(~1+m274) + Li.t.
d(br)+1 d(ba)+1

which proves the claim for ¢ = 2. In addition, we can take this last result as the basis of
induction (on ¢) to prove the following: for all b:= (by,...,bs) € B,", one has

¢ V4
Ols| (H%) =y <® [, o], az] %]> ® as® © U720 L1t (10.7)
=1

=1 d(bi)+1

for some ¢, € k\{0}, with |s| := Zle k; and K; == Kk(aw,) (i =1,...,¢). The induction
step, from £ to (¢ + 1), amounts to compute (with re41 := k(aw,,,))

Olisl+regr (Otby -+ Otby - Oty y) = > on(ow, - - aw,) Oy (a,,,) =
AUY={1,...,|5|+rKeq1}

- Z Ja (5|ﬁ| (abl Y abe)) Jy (6w+1 (abi+1)) =

AUY:{l,...,|§|+I€e+1}
A=) Y =Kot

¢
= > JA (Cb <® [[eu, ea], ag] .,a2]> D a® @ a 5720 +1.1’.1;.>><

AUY ={1,...,|5|+res1} i=1 d(b)+1
[Al=|g], |Y =Kot

X jY(Cbe-H ’ [ ”Ha17a2]7a2]7" . 7a2] ® og ®a1®("w+1_2) + 11t> =

d(bet1)+1
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¢
= e (e (KR T2 (@ [---ngl,az],aﬂ,...,a%]>®

=1 A(bi)+1
@[ [[on, g, ], . .., 00| @ @D @ @UElFren=2(00)) 4 5 ¢

d(bey1)+1

which proves (10.7) for (b, bgy1) with ¢ p,,,) = b Copyy - (£+ 1)(|ﬁ|+“®1__22£(£+1)> # 0.
Finally, (10.7) yields 0|, (s, -~ ap,) # 0, so k(aw, --- aw,) > k(aw,) + - - + K(aw,), g.e.d.

(g9) Part (d) proves the claim for d(b;) = d(b2) = 0, that is by,by € {zp}, - More-
over, when by = x, € {Tm},,cy, We can replicate the proof of part (d) to show that
E(low, aw,]) = k([aw,, o)) = 0 ([ow,, an]) — d([ap,,,]) : but the latter is exactly
7([ow,, ow,]) , q.e.d. Everything is similar if b1 = z,, € {Zm},,cn, -

Now let b1,bs € B, \{n},cn, - Then (b) gives w([aw,, au,]) < £ (ow,)+k (ap,) —1 =
7([as, , ap,]). Applying (10.6) to b=1by and b= by we get, for ; = r(aw,) (i=1,2)

5I€1+H2—1([ab17ab2]) = Z [51&(0%1),5}/(011)2)] =

AUY:{I,...,R1+I{2—1}
ANY #0

_ > [jA((sm (abl))yjY(‘Sm(ab?))} -

AUY:{l,...,I{,1+I€271}
|Al=k1, |Y|=k2

= Z [jA<Cb1 '["'Hal,az],az],---,az]®az®a1®(”1_2) + Li.t.) X
AUY ={1,..., +r2} )
|A|:R1’|Y'€|1:EZ2 d(by)+1
X Jy <Cb2 o, o), agl, . 0] ® ap ®Oé1®(”2_2) + I.i.t.ﬂ =
d(b:)+1
9 K1+ Ko — 4 %
= Cp, Cp, -
b1 Cbe K1 — 2
X [[ N (e S0 21 2 P s 23 1 R B 'e e 2 e 7Y ,(12]:| Qan@as@a® i tee=h) 4 1t
d(br)—i—l d(b:)—&—l

(note that d(b;) > 1 because b; € {z, |[n € N, } for i =1,2). In particular this means
Orrtra—1 ([, an,]) # 0, thus &([ap,, 0n,]) > k(o) + K (ap,) — 1 = 7([aw,, au,]) . O

Lemma 10.15. Let V be a k—vector space, and 1) € Homy(V,V AV). Let L(V) be the
free Lie algebra over V., and 14z € Homy (L(V), L(V)AL(V)) the unique extension of 1
fromV to L(V') by derivations, i.e. such that wdg‘v =1 and wdg([x,y]) = [x®1+1®x,
Vac ()] + [Vac (), y@1+10y | = v.4pac(y) —yac(z) in the L(V)-module L(V)NL(V),
Va,y € L(V). Let K := Ker(¢): then Ker (vYaz) = L(K), the free Lie algebra over K .
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Proof. For each 2z € L(V) set 2% = 2® 1+ 1® z. Let I be a complement of
K inside V, so that V = K & I, and w‘l is injective while w’K = Org. Let Bg
and By be bases of K and I respectively; then there is a basis of £(V) made of Lie

monomials of the form z; := H x [ x Hwil,xiz},xig} ,xz} ...,xik_l],xik} (with i =
(11,1092,13,...,05,-..,0k—1,0k) ) for some z; € Bg U By : for these Lie monomials defini-
tions yield tac(z;) =32, ¢p, [ [l d] e ] @)] el Joal] . In

addition, since w}l is injective the set { z® }zEBIUBKU {4 (b) }pep, islinearly independent.
Then the set of all Lie monomials y; := H . [ o Hyl‘l,y;?],yl’s} ,yl'} ...7yi;71},yiﬂ
with the same i’s which give the basis of £(V) and with y? € {x;-@, Y(z;)} is again a lin-
early independent set inside L£(V') A L(V'). Therefore, for a general x =), ¢;z; € L(V)
we have tac(z) = X2, ¢0 ., cp, [l 2]l (i) - ml ]l ]
thus if ¢4z (z) = 0 we necessarily have ¢; = 0 for all ¢ which sport at least one z; € By.
The outcome is that = € Ker(iqc) implies z = 3, i, €Bx (Vs) CiTi € L(K); thus
Ker (14r) € L(K), and the converse inclusion is clear because 14, is a derivation. [

Lemma 10.16. The Lie cobracket § of U(L,) preserves . That is, for each ¥ € U(L,) in
the expansion d9(19) = zbl b,€B Cb, b, O, @, (w.r.t. the basis BB, where B is a PBW
basis as in §10.2 w.r.t. some total order of B, ) we have T(él) +7‘(§2) = 7(0) for someb;,
by with ¢; 3 #0, so 7(8(9)) = max {7(b1) + 7(bs) | b, b, # 0} = () if 6(9) #0.
Proof. Tt follows from Proposition 10.13 that 7(5(9)) < 7(9); so §: U(L,) — U(L,)®?
is a morphism of filtered algebras, hence it naturally induces a morphism of graded algebras
5: Go(U(L,)) —— GQ(U(E,,))@2 (notation of §§5.3-4). Therefore proving the claim
is equivalent to showing that Ker (3) = Gonker(s) (Ker (5)) =: Ker(9), the latter being
thought of as naturally embedded into G (U(L,)) .

By construction, 7(zy—yz) =7([z,y]) < 7(x)+7(y) for z,y € U(L,), so Ge(U(L,))
is commutative: indeed, it is clearly isomorphic — as an algebra — to S(V,,), the symmetric
algebra over V,, . Moreover, d acts as a derivation, that is d(xy) = d(x) A(y) + A(x) §(y)
(for all x, y € U(L,)), thus the same holds for § too. Like in Lemma 10.15, since
Ge(U(L,)) is generated by Gene, (L£,) =: L, it follows that Ker (0) is the free (asso-
ciative sub)algebra over Ker (3 |E) , in short Ker (3) = <Ker (5 E>> .

Now, by definition §(x,) = Z:_ll (l+1)xg ANxp_yg (cf. Theorem 10.6) is a sum of
7—homogeneous terms of 7—degree equal to (n — 1) = 7(x,,). Since in addition ¢ enjoys
§([z,y])) = [z2®@1+1®@2,6y)] + [0(z),y®1+1®y] (for all z, y € L£,) we have
that ¢

written as a sum whose summands are all 7—homogeneous terms of 7—degree equal to

. s even 7-homogeneous, which means that 6 (T(Z)) either is zero or can be

7(z), for any 7-homogeneous z € £, ; this implies that the induced map |£— enjoys
0|—(0) =0 <= &) =0 forany 9 € £, , whence Ker(5|£—) = Ker(é‘ﬁ ). On the

upzflot we get Ker (3) = <Ker <3 E)> = <Ker (5|£V) > = m, qed. O
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Proposition 10.17. D = ©, that is D, = O,, for all n € N, or kK = 7. Therefore,
given any total order =< in B, , the set A<, = ANO, =AND, of ordered monomials

keN, by,....bp € By, by < - < by, T(z_))gn}

A<,y = {aézabl---abk

is a k—basis of D, , and A, = (Agn mod Dn—l) 1s a k—basis of Dn/Dn_l (VneN).

Proof. Clearly the claim about the A<,,’s and the claim about the 4,,’s are equivalent, and
either of these claims is equivalent to D = @ . Note also that A,, := (Agn mod Dn_l) =
(Agn \ A<,—1 mod Dn,l) , where clearly A<, \ A<,_1 = {ag e A | 7(b)=n } )

By Lemma 10.14(f) we have A<, = A6, C AND, C D, ; since A is a basis, A<,
is linearly independent and is a k-basis of @,, (by definition): so ©,, C D,, for all n € N.

n = 0: By definition Dy := Ker(é;) =k-1,, =: ¢, spanned by A<o = {1,,}, q.e.d.

n=1: Let o € Dy := Ker(d). Let B be a PBW-like basis of Hy' = U(L,) as

mentioned in Lemma 10.16; expanding 7’ w.r.t. the basis A we have n' = > cpop =

OtEE.A
> pep b 0 - Then we have also n :=n' =3 o = 3 4> wow € D1 because
ap € Ay C O C Dy whenever 7(b) <1.

Now, a1 :=a; and a, :=a, —a;®* =h (XS + hs_le) for all s € N, \ {1} yield

N = 2 beB r(b)>1 O = DopeB, r(h)>1 h9®) ey (xp+hxp) € Ha'

for some Y, € Hy' @ hereafter we set g(b) := k for each b="b;---by € B (i.e. g(b) is the
degree of b as a monomial in the b;’s). If n # 0, let go := min { g(b) ‘ T(b)>1,¢, #0 } ;
then go >0, ny :=h 9% ncHy' \ hHp' and

0 # T = >, aX = Y. ChTy € Hhv/hHhv =U(L)) .

g(b)=go 9(b)=go0

Now d2(n) = 0 yields 83(7+) = 0, thus D g(b)=go CbTb = T+ € P(U(L,)) = Ly;
therefore all PBW monomials occurring in the last sum do belong to B, (and ¢go = 1).
In addition, d2(n) = 0 also implies da(n4) = 0 which yields also (75 ) = 0 for the
Lie cobracket ¢ of £, arising as semiclassical limit of Ay,v (see Theorem 10.6); therefore
M+ = D pep, CbTp is an element of £, killed by the Lie cobracket 4, i.e. 13- € Ker(d).
Now we apply Lemma 10.15 to V = V,,, L(V) = L(V,) =: L, and ¢ = 5|Vu’ so
that 14c = d. From the formulas for ¢ in Theorem 10.6 we see that K := Ker(¢) =
Ker (6‘%) = Span ({z1,22}), hence L£(K) = L(Span ({z1,22})): by definition the last

space is nothing but Span ({ Xp | beB,;7(b)=1 }) , thus eventually via Theorem 10.6
we get Ker (6) = L(K) = Span ({ = | beB,;7(b)=1}).
Since 7+ € Ker(8) = Span ({xy|b € B,; 7(b) = 1}) we have 77 = > Ch Tp ;

beB,
T(b)=1

but ¢, = 0 whenever 7(b) < 1, by construction of n: thus 77+ = 0, a contradiction. The
outcome is n = 0, whence finally ' € @1, q.e.d.
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n > 1: We must show that D,, = @,,, while assuming by induction that D,, = ©,, for
all m<n. Let n =3, cgcpap € Dy; then 7(n) = max {7(b) |, #0}. If 62(n) =0
then n € D; = ©1 by the previous analysis, and we’re done. Otherwise, d2(n) # 0 and
7(82(n)) = 7(n) by Lemma 10.16. On the other hand, since D is a Hopf algebra filtration

we have d5(n) € Er—i-s:n D, ® D, = ZT+S:n O, ® O, thanks to the induction; but then
r,s>0 r,s>0

7(d2(n)) < n, by definition of 7. Thus 7(n) = 7(d2(n)) < n, which means n € 6,,. O

Theorem 10.18. For any b € B, set ay = h*@) oy = ™0 oy, .

(a) The set of ordered monomials

keN,bl,...,bkeB,blj~~jbk,/i(ag)zr(l_))§n}

Agn = {aQ:: (8 7 FERRN 8 7)%%

is a k[h]-basis of D, = D, (Hy) =h"D,, . So A= Unen ./Zl\gn is a k[h]-basis of Hy .

(b) Hy = k[h]<{ab}b€By>/({ (@b, B,] — BG4 | ¥ b1, b EB,,}).

(c) Hy is a graded Hopf k[h]-subalgebra of Hy, .
(d) H;{‘h = Hh'/h Hy =H = F[Fgﬂ , where I} is a connected Poisson algebraic

group with cgtcmgent Lie bialgebra isomorphic to L, (as a Lie algebra) with the graded Lie
bialgebra structure given by §(x,) = (n —2)xp_1 Ax1 (for all n € N, ). Indeed, Hﬁl‘h

is the free Poisson (commutative) algebra over N, , generated by all the &, = a”‘h:o
(n € N, ) with Hopf structure given (for all n € N, ) by

n—1 n—1
Ala,) = a, @1+ 1@ay, + Z(Z)ak@@df"“ + > (k+1)af ®an

k=2 k=1
n—1 n—1
S(@) = —an - Y (Z) S(a) ™ — S (k4 1)S(@) an.  e(an) = 0.
k=2 k=1

Thus H;{’h 1s the polynomual algebra ]k[{ My }beB,,} generated by a set of indeterminates

{m }yep, in bijection with B, , so I:5 = APv as algebraic varieties.

Finally, Hh/‘h—o = F[F[Z] = k[{ M }beBu] is a graded Poisson Hopf algebra w.r.t. the
grading O(&,) =n (inherited from Hy ) and w.r.t. the grading induced from k=1 (on
H), and a graded algebra w.r.t. the (polynomial) grading d(&,) =1 (for all n € Ny ).

(e) The analogues of statements (a)—(d) hold with K instead of H , with X instead of
X forall X =L,,B,,N,, and with Fz:;t instead of I .

Proof. (a) This follows from Proposition 10.17 and the characterization of H; in §10.10.

(b) This is a direct consequence of claim (a) and Lemma 10.14(g).

(c¢) Thanks to claims (a) and (b), we can look at Hj, as a Poisson algebra, whose Poisson
bracket is given by {x,y} := A [x,y] = i (zy—yz) (for all 2,y € Hy ); then Hj, itself
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is the free associative Poisson algebra generated by { a, ‘ neN } Clearly A is a Poisson
map, therefore it is enough to prove that A(an) € Hy @ Hy for all n € N . This is clear
for a1 and ap which are primitive; as for n > 2, we have, like in Proposition 10.13,

Ala,) = S lapy @ "7FQE_ L (ay) + z}j;g ol @in 17k (o) =
= S e @R TRQE_(a,) + it aF o R ZE  (an) € Hi © My

thanks to Lemma 10.12 (with notations used therein). In addition, S(Hy) € H; also
follows by induction from (10.8) because Hopf algebra axioms along with (10.8) give

S(&n) = —Gn — S0, S(aw) I FQE_(an) — SpZ) S(af) i 1zE_ (an) € My

(10.8)

for all n € N, (using induction). The claim follows.
(d) Thanks to (a) and (b), Hﬁl‘ is a polynomial k-algebra as claimed, over the set

|h:0) |b € B, }. Furthermore, in the proof of (c)
we noticed that H} is also the free Poisson algebra generated by {an }n eN }; therefore

of indeterminates {db = ab\hzo( G_H;{

Hy - is the free commutative Poisson algebra generated by {dn = Oy, ‘hzo ‘ n €N }
Then formula (10.8) — for all n € N, — describes uniquely the Hopf structure of Hj,
hence the formula it yields at A = 0 will describe the Hopf structure of Hﬁ,}h:o'
Expanding A"~*Q* _ (a,) in (10.8) w.r.t. the basis Ain (a) we find a sum of terms of
7-degree less or equal than (n — k), and the sole one achieving equality is @*~*, which
occurs with coefficient (}): similarly, when expanding A"~ *~1ZkF_ (c,) in (10.8) w.r.t. A
all summands have 7—degree less or equal than (n — k — 1), and equality holds only for

Q,_1, whose coefficient is (k + 1) . Therefore for some 1 € Hy we have

‘h:O
N N n\ -, _ _ ST
A@.) = Siadne ()&t + SIS (D@t @, + i

this yields the formula for A, from which the formula for S follows too as usual.
Finally, let I' := Spec (Hy|,_,)
H;{‘ heo» and let v, := coLie (I") be its cotangent Lie bialgebra. Since Hﬁ,}h:o is Poisson

be the algebraic Poisson group such that F [F ] =

free over {dn} as a Lie algebra ~, is free over {dn = &,, mod m? }n N (where

neN, ’
m = Jy1,_ ), 80 Y = Ly, via dy, — 2,(n € Ny) as a Lie algebra. The Lie cobracket is

Oy, (dn) = (A = AP)(&,) mod mg =

n=1/n B ok n—1 ke B
= ) i apNa; "+ > (k+1)af ANay—p, mod mg =
k=2 k=1

n
= ( 1) ap_1 Ny + 200 Nayp,—1 mod mg =
n_

= n—-2)a,_1 Ny modmg = (n—2)d,—1ANd; € Y7
where mg := (m2®Hh/|h:0+m®m+7'ln/|n:o®m2> , whence I' = I as claimed in (d).

Finally, the statements about gradings of H;{‘h =F [F Lﬂ hold by construction.
0
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(e) This should be clear from the whole discussion, since all arguments apply again —
mutatis mutandis — when starting with K instead of H ; we leave details to the reader. [J

10.19 Drinfeld’s algebra (H;{)V. I look now at the other Drinfeld’s functor at
h, and consider (Hh’)v = D neN R="J’™, where J' := Jy, . Theorem 2.2 tells us
that (H;{)v is a Hopf k[h]-subalgebra of Hy, and the specialization of (H;{)V at h =0,

i.e. (Hh')v‘ = (H;{)v/h (Hh')v , 1s the universal enveloping algebra of the cotangent

h=0
Lie bialgebra of the connected algebraic Poisson group which is the spectrum of Hy

h=0"
that is exactly I, . Thanks to Theorem 10.18, this means (H;{)v . U(L,) as co-
Poisson Hopf k—algebras, the Lie cobracket of £,, being the one given in Theorem 10.18(d).

Therefore we must show that (H;{)v‘ is a cocommutative Hopf k—algebra, it is gen-
h

erated by its primitive elements, and the latter set inherits a Lie bialgebra structure iso-
morphic to that of =, := coLlie (F Lj) . We prove all this directly, via an explicit description
of (H;{)v and its specialization at h = 0, provided in the following

Theorem 10.20. For any b € B, set &y := hrle)—lo, = pb70)-1q, =~ 1q, .

() (M)’ = K[h] <{db}beBy>/({ (6, 6y] — Gy by | Vb1, b0 € B, }) .

(b) (Hh/)v is a graded Hopf k[h|-subalgebra of Hy, .

(c) (Hh')v o = (H;{)v/h (H;{)v =~ U(L,) as co-Poisson Hopf algebra, where L,
bears the Lie bialgebra structure given by 6(x,) = (n —2)xp—1 Axy (for all n € N,).

Finally, the grading d given by d(x,):=1 (n € N;) makes (Hh')v‘ =U(L,) into a

graded co-Poisson Hopf algebra, and the grading O given by O(z,) := n (n € Ny) makes
(Hil)’

(d) The analogues of statements (a)-(c) hold with K, L}, B} and N} respectively
instead of H, L}, B, and N} .

=U(L,) into a graded Hopf algebra and L, into a graded Lie bialgebra.

Proof. (a) This follows from Theorem 10.18(b) and the very definition of (H;{)v in §10.19.
(b) This is a direct consequence of claim (a) and Theorem 10.18(c).
(c) 1t follows from claim (a) that mapping cv| heo b (Vb € B,) yields a well-

~

defined algebra isomorphism &: (H;{)v <—:»U(E,,). In addition, when expanding

hn—ka

n

h=0
_p(ay) in (10.8) w.r.t. the basis A (see Proposition 10.17) we find a sum of terms

of 7—degree less than or equal to (n — k), and equality is achieved only for a[*~*, which
occurs with coefficient (}): similarly, the expansion of A" *"1Z%_ (a,) in (10.8) yields
a sum of terms whose T—degree is less or equal than (n — k — 1), with equality only for
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o,k , whose coefficient is (k + 1). Thus using the relation as; = hés (s € Ni ) we get
Aldn) = 6n®1 + 106, + Sy @r @ QL _(a.) + i af o 12k (o) =
= @, ®1 +1Qa, + Y p_s ik Vk®(k> R LSRR (k) af @b, + B2 =

=@, 01+ 106, + h(ndn 1®d + 21 @d,_1) + I° x

for some n, x € (H;{)v (H;{)v It follows that A(dn‘h 0) = d”lh ®1+ 1®dn‘h 0 for
all n € N, . Similarly we have S(an|h 0) O‘”‘h , and e(an}h 0) =0 forall n e N, ,
thus ® is an isomorphism of Hopf algebras too. In addition, the Poisson cobracket of
(H;{)V} inherited from (H;{)v is given by

3(Gnlas) = (A8 =A%) (@) mod b (M) @ (1) =

= (n dn—l VAN dl + 26(1 A dn—l) mod A (Hﬁl)v@) (Hﬁl)v = (Tl - 2) dn_1|h:0 A dl h—0

hence @ is also an isomorphism of co-Poisson Hopf algebras, as claimed.
The statements on gradings of (H,{ )V’h = U(L,) should be clear by construction.
=0

(d) This should be clear from the whole discussion, as all arguments apply again —
mutatis mutandis — when starting with K instead of H ; details are left to the reader. [J

10.21 Specialization limits. So far, Theorem 10.18(d) and Theorem 10.20(¢) prove
the following specialization results for ;' and (H;{)v respectively:

My =% "~ P, () =% u(L,)

as graded Poisson or co-Poisson Hopf k-algebras. In addition, Theorem 10.18(b) implies
that Hy D2l =N as graded Hopf k—algebras. Indeed, by Theorem 10.18(b) H (or

even Hp) embeds as an algebra into Hy, , via a, — @, (for all n € N, ): then
[Otn, ] — [an,am] = hay, 5, = O, 2, mod (h—1) Hy (‘v’ n,m € N,,)

thus, thanks to the presentation of Hj by generators and relations in Theorem 10.18(b),

‘H is isomorphic to H;{‘h:l = Hﬁl/(h—l)Hh/ = k<&1‘h:1,&2‘h:1,...,&n|h:1,...>,

as a k—algebra, via a,, — &n}hzl . Moreover, the Hopf structure of H;{‘ is given by

A(@l,_,) = Yiy o™ *Qk_(a)+ Y1 @bl 25 (a.) mod (h—1)H) & H; .

Now, QF ,(a.) = QF ,(c. + a1*) = QF ,(a.) for some polynomial OF ,(c.) in
the a;’s; let Qn plos) = >0, ﬁ;kk(a*) be the splitting of Qﬁ_k into 7—homogeneous
summands (i.e., each ’Z;f_kk(a*) is a homogeneous polynomial of 7—degree s): then

WRQE_i(an) = BTFON (en) = BTN T () = AT (@)
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with n—k —s > 0 for all s (by construction). Since clearly h”_k_s’ljf’_kk () = Tns_kk(&*)
mod (h — 1)Hy , we find F*FQF_,(a,) = W FQF (o) = S i F T (a,) =
ST kk( .) mod (h—1)Hy = OF ,(a.), for all k and n. Similarly we deduce that
n1ZzF (o) = ZF (@) mod (h—1)Hy , for all k and n. The outcome is that

A<a”|h:1):ZZ:2 @ Ol (e )+, s af@n 128 (a,) mod (li—1) Hy @Hy =
= Yrp G ®QF () + YAl @ Zh (@) mod (h—1)Hy @ Hy .
On the other hand, we have A(a,) = Y 1_, ap ® Qn plon) + Zk varf®@ZF (o)
in ‘H. Thus the graded algebra isomorphism W: H ‘—»Hh ‘ given by o, — an|h 1
preserves the coproduct too. Similarly, ¥ respects the antlpode and the counit, hence it is
a graded Hopf algebra isomorphism. In a nutshell, we have (as graded Hopf k—algebras)
H =H.

h—1
SN

Hr

Similarly, Theorem 10.20 implies that (Hh )v 2L H as graded Hopf k-algebras.
Indeed, Theorem 10.20(a) shows that (H;{)v ~ k[h] @k U(L,) as graded associative
algebras, via &, — z, (n €N, ), in particular (H;{)V is the free associative k[A |-algebra

over {dn} then specialization yields a graded algebra isomorphism

EN’

Q: (1)] = () /=) () M, Gl

As for the Hopf structure, in (H;{)V)h it is given by
1

A(Galy,y) = Y G S CT| D WH S o MR 4 S C29] IR

As before, split QF , (a,) as QF ,(a,) = 3, 75" (a.), and split each T (&.) into
homogeneous components w.r.t. the total degree in the @;’s, say ’Z;f’_kk () =2, Vik(a,):
then A" F—sT*F (&,) = prkesy Yek(an) = Y R strysk(a,), because @y =
hé, . As WnF=strysk(a,) = Yok(a,) mod (h—1) (Hh')v , we eventually get
RN (an) = X 0T YN ) = 0, , Vi (ew) mod (h=1) (Hi) = Qh_i(au) .
for all k and n. Similarly A"~'Z* , (aw,) = ZF_, (o) mod (h—1) (Hh')v (Vk,n). Thus
A(énl,_,) = D" ()|, + > ko & |y @ W 20 ()|, =

= Yhoa b,y ® Qi yla)|,, + sy, ®Zk wlee)y -
On the other hand, one has A(a,) = Y 1_, ap ® Qn plow) + Y0 safezZk | (o)

in H, thus the algebra isomorphism (2: (Hh)

‘—»H given by an|h_1 — o, also
h=1 -
preserves the coproduct; similarly, it also respects the antipode and the counit, hence it is

a graded Hopf algebra isomorphism. In a nutshell, we have (as graded Hopf k—algebras)

vV h—l1

(Hh) — H.
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Therefore we have filled in the top part of the diagram of deformations (5.5), corre-
sponding to (5.4), for H =H (:=H,): it reads

Flm) = w| b == ()| A ()| = U
h=0 My h=1 h=1  (Hy) h=0

0—h—1 H 1—h—0
HE/ (Hh/)v
gebra structure of Theorem 10.18/20 and I} is the corresponding dual Poisson group

or simply F[I}] U(L,) , where L, is given the Lie bial-

mentioned in Theorem 10.18. Thus H is intermediate between the (Poisson-type) “geo-
metrical symmetries” F [I7;] and U(L,), so their geometrical meaning should shed some

light on it; conversely, the physical meaning of H should have some reflect on the physical

meaning of both F/[I}] and U(L,).

Remark: The analysis in §10.9 and §10.21 yields a complete description of the defor-
mation features of ‘H via Hj and Drinfeld’s functors drawn in (5.5). In particular

Gy=1I, =g =(L,,6.), g-=(L,0.), K_=G- =G, (10.9)

(as Char(k) = 0) where J, and Je, denote the Lie cobracket on £, defined respectively
in Theorems 10.18/20 and in Theorem 10.6. Next result shows that the four objects in
(10.9) are really different, though they share some common feature.

Theorem 10.22.
(a) (Hhv)/ =~ Hy as Poisson k[h]-algebras, but (Hhv)/ % Hy as Hopf k[h]-algebras.
(b) (E,,,(S*) = (EV,5.) as Lie algebras, but (E,,,(S*) 2 (Ey,d.) as Lie bialgebras.
(c) Gor = I as (algebraic) Poisson varieties, but G, % Iz as (algebraic) groups.
(d) The analogues of statements (a)-(c) hold with K and L instead of H and L, .

Proof. 1t follows from Theorem 10.8(a) that (Hhv)l can be seen as a Poisson Hopf algebra,
with Poisson bracket given by {z,y} :=h7l[z,y] = h Y (zy—yx) (forall z,y € (Hhv)/ )i
then (Hhv), is the free Poisson algebra generated by {an =X, = a, ’ n €N } ; since
a, = a,+ (1 —d,)a" and o, = a, — (1 —d1 )" (n € Ny ) it is also (freely)
Poisson-generated by { oy, ‘ neN } We also saw that Hj, is the free Poisson algebra over
{ a, ‘ n €N } ; thus mapping «, — @, (Vn € N) does define a unique Poisson algebra
isomorphism & : (’Hhv)/ i?‘(;{, given by ay == =¥ Way — ay, for all b€ B,. This
proves the first half of (a), and then also (taking semiclassical limits and spectra) of (c).
The group structure of either G~ or I" yields a Lie cobracket onto the cotangent space
at the unit point of the above, isomorphic Poisson varieties: this cotangent space identifies
with £,, and the two cobrackets are given respectively by de(z,) = 2;11 (L+1)xg ANz
for G¢* (by Theorem 10.8) and by d.(z,) = (n—2) x,_1 Axy for I (by Theorem 10.18),
for all n € N,,. It follows that Ker(ds) = {0} # Ker(6.), which implies that the two
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Lie coalgebra structures on £, are not isomorphic. This proves (b), and also means that
Ge, % Iz, as (algebraic) groups, hence F[G)] # F[I7)] as Hopf k-algebras, and so
(Hﬁv)/ % Hy as Hopf k[h|-algebras, which ends the proof of (¢) and (a) too.

Finally, claim (d) should be clear: one applies the like arguments mutatis mutandis,
and everything follows as before. [J

10.23 Generalizations. Plenty of features of H = HY are shared by a whole bunch
of graded Hopf algebras, which usually arose in connection with some physical problem or
some (co)homological construction, and all bear a nice combinatorial content; essentially,
most of them can be described as “formal series” over indexing sets — replacing N —
of various (combinatorial) nature: planar trees (with or without labels), forests, graphs,
Feynman diagrams, etc. Besides the ice-breaking examples given by Connes and Kreimer
(cf. [CK1-3]), which are all commutative or cocommutative Hopf algebras, other non-
commutative non-cocommutative examples (like the one of Hf) are introduced in [BF1-
2], roughly through a “disabelianization process” applied to the commutative Hopf algebras
of Connes and Kreimer. The most general analysis and wealth of examples in this context
is due to Foissy (see [Fol-3]), who also makes — in other terms — an interesting (although
less deep than ours) study of the operators d,,’s and of the functor H — H' (H € HAg).
Other examples, issued out of topological motivations, can be found in the works of Loday
et al.: see e.g. [LR], and references therein.

When performing the like analysis, as we did for H, for a graded Hopf algebra H of the
afore mentioned type, the arguments used for H apply essentially the same, up to minor
changes, and give much the same results. To give an example, the Hopf algebras considered
by Foissy are non-commutative polynomial, say H = k({z;};cz) for some index set Z:
then one finds H = Hhv{hzo =U(g_) = U(Lz) where L7 is the free Lie algebra over Z .

This opens the way to apply the crystal duality principle to all these graded Hopf
algebras of great interest for their applications in mathematical physics or in topology (or
whatever), with the simplest case of H%! playing the role of a toy model which realizes a
clear and faithful pattern for many common features of all Hopf algebras of this kind.
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