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1. STATEMENTS OF THEBAUM -BOTT THEOREM AND GENERALIZATIONS

1.1. The Baum-Bott Theorem(s). Let V be a compact complex manifold, dimCV = n, let
v be a holomorphic vector field onV with only isolated singularitiesm1, . . . , mr. Let I =
(i1, . . . , in) with ij ≥ 0 for j = 1, . . . , n. Let |I| = i1 + 2i2 + . . . + nin be theheightof I.

For ak × k matrix M and j = 1, . . . , k let cj(M) be thej-th symmetric function of the
eigenvalues ofM , i.e., c1(M) = trace(M),...., cr(M) = det(M). For a multi-indexI =
(i1, . . . , in) setcI := (c1)

i1 · · · (cn)in .
Let mλ be a singularity ofv, i.e., v(mλ) = 0. Let {z1, . . . , zn} be a system of local co-

ordinates onV defined on an open setUλ ⊂ V such thatmλ ∈ Uλ andmλ = (0, . . . , 0).
Then

(1.1) v|Uλ
=

n∑
i=1

Ai(z1, . . . , zn)
∂

∂zi

,

† These are notes of a course given by Prof. Daniel Lehmann on December 2001 at Università di Roma “Tor
Vergata”, supported by Progetto MURST di Rilevante Interesse NazionaleProprietà geometriche delle varietà
reali e complesse.
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for some holomorphic functionsAi. Note that, sincemλ is an isolated singularity, then for any
m ∈ Uλ \ {mλ} there exists (at least one)i such thatAi(m) 6= 0. Moreover we let

J := Jac

(
A1, . . . , An

z1, . . . , zn

)
=

D(A1, . . . , An)

D(z1, . . . , zn)
.

Let f : Uλ → C be holomorphic. TheGrothendieck residueis defined as
[
fdz1 ∧ . . . dzn

A1, . . . , An

]
:=

( −1

2π
√−1

)n ∫

R12...n

f(z1, . . . , zn)

A1A2 · · ·An

dz1 ∧ . . . dzn,

whereR12...n is a (real)n-dimensional manifold given byR12...n = {m ∈ Uλ : |A1(m)| = . . . =
|An(m)| = ε} for some smallε > 0 (and with some orientation, see [23]).

Definition 1.1.1. We say thatv is non-degenerateatmλ if J(mλ) is invertible.

As usual, ifω is an element ofH2m(V,C) andC is an element ofH2m(V,C) we denote by
ω _ C the integration of a2m-form representative ofω over a smooth representative ofC.

With these notations we have:

Theorem 1.1.2(Baum-Bott 1970). For any multi-indexI = (i1, . . . , in) such that|I| = n it
follows

(1.2) cI(TV ) _ [V ] =
r∑

λ=1

[
cI(J)dz1 ∧ . . . dzn

A1, . . . , An

]

mλ

.

These theorem is due to Chern and Bott (1966) in casev is non-degenerate at each of its
singularity.

In general, instead of working with vector fields onV one might work with one-dimensional
foliations; in such a case however Theorem 1.1.2 does not hold. To see how it changes we need
some notations.

Definition 1.1.3. A one dimensional holomorphic foliationF is a holomorphic line bundleL
on V together with a morphism of vector bundlesh : L → TV . Thesingularitiesof F are the
pointsp ∈ V such thath(p) = 0.

Note that ifp ∈ V is an isolated singularity of a one-dimensional foliationF , thenF is
represented in some open neighborhoodU of p by a vector fieldv : U → TV with an isolated
singularity atp, and then one may define the Grothendieck residue of such a vector fieldv
at p. Since any other vector field representingF nearp is given byu · v for some invertible
holomorphic functionu defined onU and the Grothendieck residue ofv at p is equal to the
Grothendieck residue ofu · v for any invertible holomorphic functionu, then one can well-
define the Grothendieck residue ofF atp to be the Grothendieck residue ofv atp.

For dealing with the case of singular foliations one has to introduce the virtual bundleTV −L
and its Chern classes. We recall briefly how these are defined.
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1.1.1. Virtual bundles and their Chern classes.Let T (V ) denote the set of isomorphic classes
of complex vector bundles onV . (T (V ),⊕) is a commutative semi-group. We set an equiva-
lence relation onT (V ) × T (V ) as follows:(E, F ) ∼ (E ′, F ′) if there existsG ∈ T (V ) such
thatE ⊕ E ′ ⊕ G = F ⊕ F ′ ⊕ G. We setK0(V ) = T (V ) × T (V )/ ∼. There exists a natural
mapT (V ) → K0(V ) given byE 7→ [(E, 0)], and the class[(E, 0)] is called thestable class of
E. Note that such a map is not injective.

Example 1.1.4.Let TS2 be the (real) tangent bundle to the2-dimensional sphereS2 ⊂ R3.
Let NS2 be the normal bundle ofS2 in R3. SinceS2 is orientable thenNS2 ' S2 × R. Then
TS2 ⊕NS2 ' S2 × R3 = (S2 × R2)⊕NS2 and thus(TS2, 0) ∼ (S2 × R2, 0).

Note that inK0(V ) the (stable class) ofE has inverse given by(0, E). However the stable
class of a trivial bundleV × Cr is not the neutral element of the group unlessr = 0. To avoid
this, one may introduce a new group as follows. Observe first that aC∞ mapf : V → V ′,
for V ′ a complex manifold, induces a natural mapf ∗ : K0(V ′) → K0(V ). Let V ′ = {x} for
some fixed pointx ∈ V . Note that a complex vector bundle overx is nothing but a complex
vector space and therefore it is uniquely determined up to isomorphism by its dimension. Thus
T ({x}) = N andK0({x}) = Z. The mapK0(V ) → K0({x}) induced byx → V associates
to every element ofT (V ) its rank, and the mapK0({x}) → K0(V ) induced by the constant
mapV 7→ x associates to anyr ∈ N the complex trivial bundle of rankr overV . Therefore
there is an injective map0 → Z→ K0(V ) and one can definẽK0(V ) := K0(V )/Z. The exact
sequence

0 → Z→ K0(V ) → K̃0(V ) → 0

splits and one can regard̃K0(V ) as a subgroup ofK0(V ) as well. InK̃0(V ) the class of a trivial
bundle of any rank overV is the neutral element of the group. More details can be found,e.g.,
in [1].

For a complex vector bundleE overV let c (E) = 1+c1 (E)+ ...+cn (E) be thetotal Chern
class ofE; the Whitney formula for the sum of vector bundles states that

c (E1 ⊕ E2) = c (E1) · c (E2) .

Let H∗
0 (V ) be the group (with respect to the product) of invertible elements inH∗(V ) :=

⊕iH
i(V ) with 1 as term of degree0. Thusc : T (V ) → H∗

0 (V ) is a semigroup morphism and
naturally extends to a group morphismK0(V ) → H∗

0 (V ) (and toK̃0(V ) → H∗
0 (V )) in such a

way that

c (E1 − E2) =
c (E1)

c (E2)
.

One can then also define the single Chern classescj (E1 − E2) as the2jth degree term in the
total Chern classc (E1 − E2) .

We remark that for a complex line bundleL there is only onea priorinon trivial Chern class,
i.e., c (L) = 1 + c1 (L). Therefore in our case

c (TV − L) =
1 + c1 (V ) + ... + cn (V )

1 + c1 (L)
.
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Note thatL is trivial if and only if there exists a (global) non-zero sectionv : V → L; in such a
caseh ◦ v is a vector field onV with zeros at the singularities ofF andc1(L) = 0 (in terms of
K-theory,TV − L = TV in K0(V ) and thusc(TV − L) = c(TV )).

Theorem 1.1.5(Baum-Bott 1970/72). If F is a one-dimensional foliation with only isolated
singularities{mλ} then

(1.3) cI (TV − L) ∩ [V ] =
∑

λ

[
cI (J) dz1 ∧ ... ∧ dzn

A1 A2 ... An

]

mλ

Observe that one retrieves Theorem 1.1.2 for vector fields in the caseL is trivial, since
c (L) = 1 and soc (TV − L) = c (TV ) .

1.2. Generalizations. We now give a more general point of view of the previous statements.

Definition 1.2.1. Let E be a holomorphic, rankr vector bundle overV and v ∈ Γ(TV ) a
holomorphic vector field onV. An actionof v onE is an operator on theC∞-sectionsΓ(E) of
E into itself,

θv : Γ (E) → Γ (E) ,

such that:

1. θv isC-linear.

2. σ ∈ Γ (E) , σ holomorphic=⇒ θv (σ) is holomorphic.

3. θv (fσ) = fθv (σ) + v (f) σ for anyf ∈ C∞ (V ) .

Example 1.2.2. (1) Any holomorphic vector fieldv ∈ Γ(TV ) defines theLie derivative
actionLv = [v, ·] : Γ (TV ) → Γ (TV ) onTV.

(2) SupposeV ⊂ M for some complex manifoldM . Then there exists the exact sequence
of vector bundles

(1.4) 0 → TV → TM |V π→ NV → 0,

whereNV := TM |V /TV is thenormal bundleto V in M . Assumev ∈ Γ(TV ) is a
holomorphic vector field which extends to a holomorphic vector fieldṽ nearV in M .
Then we have the actionθv : Γ(TM |V ) → Γ(TM |V ) defined byθv(Y ) := [ṽ, Ỹ ]|V ,
whereỸ is anyC∞ extension ofY in TM . One can easily show that this action is well-
defined, that is it is independent of the extensionỸ chosen to define it. Note however
thatθv depends on the first jet of the extensionṽ.

(3) As in (2). Suppose furthermore thatv ∈ Γ(TV ). Then we can define the actionθv :
Γ(NV ) → Γ(NV ) as follows. If σ ∈ Γ(NV ) then there exists̃Y ∈ Γ(TM) so that
π(Ỹ |V ) = σ. Thenθv(σ) := π([ṽ, Ỹ ]|V ). Sincev ∈ Γ(TV ) one can show that the
action is well-defined once giveñv.

Suppose nowv ∈ Γ(TV ) is a holomorphic vector field with isolated zerosm1, ...,mλ, ....
Suppose moreover that an actionθv of v on a holomorphic, rankr vector bundleE is given. For
each pointmλ we choose an open neighborhoodUλ ⊂ V such thatE|Uλ

is holomorphically
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trivial, and we letσ1, ..., σr be a holomorphic frame of|Uλ
. Moreover we may suppose thatUλ

is the domain of a holomorphic chart with coordinatesz1, ..., zn centered inmλ. OnUλ one can
write v asv = Ai

∂
∂zi

for some holomorphic functionsAi, such thatAi (0) = 0 for anyi and for
anyz = (z1, ..., zn) 6= 0 there existsj s.t.Aj (z) 6= 0.

Using the local basis{σ1, ..., σr} one can locally describe the actionθv in terms of a matrix
of functionsM =(Mi

j) given by

θv (σi) =
∑

j

Mj
iσj,

the functionsMi
j being holomorphic because of the axioms of action.

Theorem 1.2.3.Supposev is a holomorphic vector field with isolated zeros which defines an
action on the holomorphic vector bundleE. With the previous notation, for any multi-indexI
of heightn, the following formula holds:

(1.5) cI (E) ∩ [V ] =
∑

λ
(−1)[

n
2 ]

[
cI (M) dz1 ∧ ... ∧ dzn

A1 A2 ... An

]

mλ

.

In particular

Proposition 1.2.4. If v ∈ Γ(TV ) is a nowhere zero holomorphic vector field defining an action
on a holomorphic vector bundleE thencI (E) = 0 for any|I| = n.

Going back to Examples 1.2.2.(2) and (3), one has

Proposition 1.2.5. Let V ⊂ M and v ∈ Γ(TV ) a nowhere zero holomorphic vector field.
If there exists a holomorphic extensionṽ of v to a neighborhood ofV in M thencI(NV ) =
cI(TM |V ) = 0 for any multi-indexI of heightn = dimV .

1.3. General principles for residue theorems.Before giving the actual proof of the state-
ments written so far, we briefly digress to heuristically describe how a residue theorem is
achieved.

Roughly speaking a residue theorem is a localization of a certain characteristic class near
some sets outside which a vanishing theorem holds. More precisely:

I. A characteristic class is usually the obstruction to the existence of a certain intrinsic object
θ onV . Thus one has some classφ(θ) in some cohomology group ofV in such a way thatφ (θ)
vanishes ifθ exists. Avanishing theoremis thus any statement saying thatif a certain intrinsic
objectθ exists then some classesφ(θ) vanish.

II. It may happen thatθ exists outside some closed setΣ ⊂ V . Thusφ(θ|V−Σ) = 0, and—
assuming a natural functoriality—we haveH∗ (V ) 3 φ(θ) 7→ φ(θ|V−Σ) = 0 ∈ H∗ (V − Σ).
Therefore from the piece of long exact sequence

H∗ (V, V − Σ) −→ H∗ (V ) −→ H∗ (V − Σ) ,

it follows that there exists a naturally defined classη(θ) ∈ H∗ (V, V − Σ) such thatη(θ) 7→
φ(θ).
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If we now supposeΣ to be a compact set admitting a regular neighborhood (for instance ifΣ
is a subvariety ofV ) then the Alexander duality givesH∗ (V, V − Σ) ≈ H2n−∗ (Σ). Thus
H∗ (V, V − Σ) 3 η(θ) 7→ Res(φ(θ), θ, Σ) ∈ H2n−∗ (Σ) and Res(φ(θ), θ, Σ) is called the
residueof φ(θ) at Σ with respect toθ. Now if V is compact the Poincaré duality gives an
isomorphismH∗ (V ) ≈ H2n−∗ (V ) sendingφ(θ) to P (φ(θ)). Moreover, ifi : Σ ↪→ V is the
embedding, the following diagram is commutative:

H∗ (V, V − Σ) −→ H∗ (V )
‖ ‖

H2n−∗ (Σ) i∗
−→ H2n−∗ (V )

If Σ = tΣλ, with the Σλ’s being connected, thenH2n−∗(Σ) = ⊕λH2n−∗(Σλ). Therefore
P (φ(θ)) =

∑
λ i∗Res(φ(θ), θ, Σλ), which is theresidue theorem.

III. Finally, one might find an easy expression fori∗Res(φ(θ), θ, Σλ), which would make
the residue theorem really useful. In the previous sections we saw that for the Baum-Bott-like
theorems the residues are expressed in terms of Grothendieck residues.

2. VANISHING THEOREMS

The aim of this section is to present several vanishing theorems, some of them will be used
later to prove the residue formulas stated in the previous section.

2.1. Holomorphic actions and special connections.Let V be an-dimensional complex man-
ifold andE a holomorphic vector bundle onV . Let v ∈ Γ(TV ) be a nowhere zero holomorphic
vector field acting onE asθv : Γ(E) → Γ(E).

Definition 2.1.1. We say that a connection∇ for E is aspecial connectionwith respect toθv if

(1) ∇ is of type(1, 0), i.e.,∇Zσ = 0 for anyZ ∈ Γ(T 0,1V ) = Γ(TV ) andσ holomorphic
section ofE.

(2) ∇v = θv.

Note that given an actionθv on E it is always possible to define a special connection with
respect toθv (and this is actually the point where one needsv to be non-zero). Indeed one
has the natural (partial) connection∂ for E on T 0,1V , the (partial) connectionθv for E on the
subbundle< v > of TV generated byv, and taking any (partial) connection∇0 for E on aC∞

complementT ′V of < v > in TV one has the special connection∇ := ∂ ⊕ θv ⊕∇0 for E on
TRV ⊗ C = TV ⊕ TV = TV ⊕ (< v > ⊕T ′V ) (see [3]).

Theorem 2.1.2.If I is a multi-index of heightn thencI(∇) = 0 for any special connection∇
with respect toθv.

Before proving this theorem we give a general result for the Bott operator.
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2.1.1. The Bott operator in the Chern-Weyl theory.Let E be a rankr complex vector bundle
on V and let∇0, . . . ,∇s bes + 1 connections forE. Let ∆s := {(t0, . . . , ts) ∈ Rs+1 : tj ≥
0,

∑s
j=1 tj = 1} the standards-simplex. Letp1 : V ×∆s → V the projection on the first factor

and letẼ := π∗1(E) be the pull-back bundle. Note that by definition

Ẽ := {(σ, (x, t)) ∈ E × (V ×∆s) : σ ∈ Ex},
and thus one can identifỹE = E×∆s. ThenẼ is a vector bundle overV ×∆s whose fiber at a
point (m, t) is Em×{t} = Em. Thus the sections̃σ ∈ Γ(Ẽ) = Γ(E×∆s) which are “constant
along the fibers∆s”, i.e., such that̃σ(x, t) = σ(x) for some sectionσ of E, generateΓ(Ẽ) as a
C∞-module:

p∗1 (E) = E ×∆s −→ E
π̃ ↓ ↑ σ̃ π ↓ ↑ σ

V ×∆s
p1−→ V

This means that in order to define a connection∇̃ on Ẽ is enough to define it on sections which
are constant along∆s. We let

(∇̃X σ̃)(m,(t0,...,ts)) =
s∑

i=0

ti((∇i)Xσ)m for X ∈ Γ(TV ),(2.1)

∇̃ ∂
∂t

σ̃ = 0.

We can now define theBott formcI (∇0, ...,∇s) integrating along the fibers∆s as

(2.2) cI (∇0, ...,∇s) := (−1)[
r
2 ]

∫

∆s

cI(∇̃).

From the Stokes Theorem one obtains:

Theorem 2.1.3(Bott Formula).

(2.3) dcI (∇0, ...,∇s) =
s∑

i=o

(−1)i cI(∇0, ..., ∇̂i, ...,∇s).

In particular we have two corollaries:

Corollary 2.1.4. The de Rham class[cI(∇0)] ∈ H2|I|(V ) is independent of the chosen connec-
tion.

Proof. It follows from (2.3). ¤
and

Corollary 2.1.5. If the connections∇0, . . . ,∇s are special connections forE with respect to
θv thencI(∇0, . . . ,∇s) = 0 for any multi-indexI of heightn.

Proof. It is easy to see that̃∇ if special as well. Then the result follows from Theorem 2.1.2
and (2.2). ¤

Instead of proving directly Theorem 2.1.2 we describe a slightly different situation and then
retrieve the vanishing theorem (see Remark 2.2.4).
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2.2. Complex quasi free actions.Let V be a complexn-dimensional manifold andE a holo-
morphic vector bundle onV . Let G be a complex Lie group withdimCG = r. Let E be a
holomorphic vector bundle overV and assumeG acts holomorphically onE through bundle
morphisms,i.e., preserving the vector bundle structureE → V . ThereforeG naturally acts on
V as well. Letg be the Lie algebra ofG. We recall that to anyx ∈ g is associated a vector field
x̄ overV . The vector field̄x is defined as the infinitesimal generator of the flow overV defined
for small t ∈ C by φt : V → V , φt(p) = (exp tx)p (whereexp is the exponential map ofG).
Vector fields likex̄ are calledfundamentalsand form a subalgebrāg of the Lie algebraX (V )
of holomorphic vector fields onV . Let’s now consider the diagram

ḡ ⊂ X (V )

↗
em↘

0 −→ hm
i

↪→ g
em−→ TmV

whereem is the map “evaluation atm”, em is the composition with the map sendingx ∈ g to
x̄ ∈ ḡ, andhm is its kernel. It is not hard to show thathm is the Lie algebra of the isotropy group
Hm of G atm.

Definition 2.2.1. The action ofG is calledquasi-freeif and only if hm = 0 for any m or,
equivalently, ifHm is discrete for eachm.

Any x ∈ g defines an action in the sense of definition 1.2.1. Indeed, fixx ∈ g; the vector
field x̄ ∈ ḡ ⊂ X(V ) defines a flow(φt)t∈C overV . Similarly x defines a holomorphic vector
field and a flow(Φt)t∈C overE. Therefore anyx ∈ g gives rise to the following commutative
diagram of holomorphic maps:

E
Φt−→ E

↓ ↓
V

φt−→ V

We defineΘx : Γ (E) −→ Γ (E) by

Θx(σ)(m) =
d

dt
|t=0 [Φ−t (σ [φt (m)])] = lim

t→0

Φ−t (σ [φt (m)]− Φt [σ (m)])

t
∈ Em,

for σ ∈ Γ(E) andm ∈ V . One can check thatΘx satisfies the axioms of action as in defini-
tion 1.2.1.

Moreoverx̄ ∈ ḡ ⊂ X(V ) is a holomorphic vector field and therefore its Lie derivativeLx̄ :
Γ (TV ) → Γ (TV ) defines an action of̄x overTV .

From the relation
[x̄, ȳ] = [x, y] ∈ X (V ) for anyx, y ∈ g,

one gets

(2.4) [Θx, Θy] = Θ[x,y] for anyx, y ∈ g.

Theorem 2.2.2.SupposeG acts onE and the action is quasi free. Then for any multi-indexI
of height|I| > n− r, cI(E) = 0.
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Remark2.2.3. The estimate does not involve the rank ofE. Moreover it is relative to Chern
classes with coefficients inC, since we use the Chern-Weyl theory in the proof.

Proof of Theorem 2.2.2.Recall the decomposition

TRV ⊗ C = TV ⊕ (TV ) = T 1,0V ⊕ T 0,1V.

With a slight abuse of notation we denote by the same letterḡ the subbundle ofT 1,0V gener-
ated by the fundamental vector fields. Note thatḡ is a (trivial) involutive subbundle ofT 1,0V .
By means of an hermitian metric, we can then find aC∞ complementF decomposing the
holomorphic tangent bundle asT 1,0V = ḡ⊕ F and thus

(2.5) TRV ⊗ C = ḡ⊕ F ⊕ T 0,1V.

Let ∇ be a connection forE of type (1, 0) . This means that∇Zσ vanishes wheneverZ ∈
Γ (T 0,1) andσ ∈ Γ (E) is holomorphic. Note that such a connection always exists forE is a
holomorphic vector bundle (see,e.g., [9]).

We may also assume that∇x̄ = Θx for any x ∈ g. This can be done starting from the
decomposition (2.5) similarly to what we did for the existence of special connection for an
action, see the paragraph after Definition 2.1.1.

Let nowk be the curvature form of∇. Let x̄, ȳ ∈ ḡ andz, w ∈ Γ(T 0,1V ). We claim that

(2.6) k (x̄, ȳ) = 0, k (x̄, z) = 0, k (z, w) = 0.

Recall that forX, Y ∈ Γ(TRV ⊗ C),

k(X, Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ] : Γ (E) −→ Γ (E) .

The first identity of (2.6) is in fact just a transcription of (2.4). For the other two identities we
first observe that it is enough to prove them on holomorphic sections ofE, since these generate
Γ(E) as aC∞-module, andk is a tensor. Let thereforeσ be a holomorphic section ofE. Then

k (x̄, z) (σ) = ∇x̄(∇zσ)−∇z(∇x̄σ)−∇[x̄,z]σ = 0 + 0 + 0,

for ∇ is of type(1, 0), ∇x̄σ = Θx (σ) is holomorphic and[x̄, z] = 0. For the same reason the
third identity in (2.6) holds, just observing that[z, w] ∈ Γ(T 0,1V ).

Let {ξ1, ...ξr, η1, ..., ηn−r, dz̄1, ...dz̄n} be a local basis of the dual ofTRV ⊗C which respects
the following decomposition:

TRV ⊗ C =ḡ⊕ F ⊕R T 0,1V.

By (2.6), in this basis the curvature matrixK = (Kβ
α) is made up of forms belonging to the

ideal generated by{η1, ..., ηn−r}. SincecI(E) = [cI (K)], the theorem follows because any
product of more thatn− r formsη·’s vanishes. ¤
Remark2.2.4. Suppose a nowhere zero holomorphic vector fieldv ∈ Γ(TV ) together an action
θv on E are given. Then arguing as in the proof of Theorem 2.2.2 substitutingg with the one-
dimensional vector bundle generated byv in T 1,0V andΘv with the given actionθv, one gets
Theorem 2.1.2.

As a corollary we also have:
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Corollary 2.2.5. If v ∈ Γ(TV ) is a nowhere zero holomorphic vector field, thencI (V ) = 0 for
|I| = n.

Proof. Let E = TV andθv be the action onTV given by the Lie derivative action as in Exam-
ple 1.2.2.(1). Then the result follows from Theorem 2.1.2. ¤

There are two more types of vanishing theorems which we want to discuss in here. The first
is a real counterpart of Theorem 2.2.2 and the second one is a vanishing theorem for the case of
one-dimensional foliations.

2.3. Real quasi free actions.Let V be arealn-dimensional manifold,G a real Lie group of
dimensionr andE → V a complex vector bundle. As before, we suppose thatG acts through
bundle morphism overE and such an action is quasi free. This simply means that for any point
m ∈ V , the composite mapg −→ ḡ ⊂ X (V )

em−→ TmV is injective. Again with a slight abuse
of notation we denote by the same letterḡ the subbundle of the tangent bundleTV generated
by the fundamental vector fields. As before one can defineΘx for anyx ∈ ḡ. The operatorΘx

is a derivation ofΓ(E) satisfying:

1. Θx isC -linear,

2. Θx (fσ) = fΘx (σ) + v (f) σ for anyf ∈ C∞ (V ) ,

3. [Θx, Θy] = Θ[x,y].

Theorem 2.3.1.In the previous hypothesis, the following hold:
a) cI (E) = 0 for any multi-indexI such that|I| > n− r.
b) If G is compact, thencI (E) = 0 for any multi-indexI such that|I| > [

n−r
2

]
.

As before, we remark that the inequalities do not depend on the rank ofE, and we consider
Chern classes with real coefficients. In the noncompact case, moreover, the formula is non-
trivial for n ≤ 2r − 2, while in the compact case one has2[(n − r)/2] ≤ n − 2 for avoiding
triviality.

Proof of Theorem 2.3.1.We follow the same path of the proof in the complex case. We observe
thatḡ is a trivial integrable subbundle ofTV . We consider a complementF of ḡ given by some
Riemannian metric onV and thus we can construct a connection∇ such that

∇x̄ = Θx for anyx ∈ g.

The formula[Θx, Θy] = Θ[x,y] assures thatk (x̄, ȳ) = 0 for any x, y ∈ g , wherek is the
curvature of∇. If now {ξ1, ...ξr, η1, ..., ηn−r} ∈ Γ (TV ) is a local set of generators, withξi ∈ ḡ,
and ηi ∈ Γ (F ), and

{
ξ′1, ...ξ

′
r, η

′
1, ..., η

′
n−r

}
is the dual basis, then the curvature form of∇

belongs to the ideal generated by{η′i}, proving the estimate.
In the case b), compactness ofG allows one to pick up the Riemmannian metrich definingF

to beG-invariant. Also we can choose∇ in such a way that it is aG-invariant metric connection
for E, i.e. such that∇h = 0 andg(∇Xσ) = ∇gX(gσ) for anyX ∈ Γ(TV ), σ ∈ Γ(E) and
g ∈ G. In other words

(2.7) Xh(Y, Z) = h(∇XY, Z)− h(Y,∇XZ),
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and
Θx (∇yσ) = ∇[x̄,y]σ +∇y (Θxσ) for anyx ∈ g , y ∈ Γ(TV ) andσ ∈ Γ (E) ,

or, which is the same,

(2.8) ∇x (∇yσ) = ∇[x̄,y]σ +∇y (∇xσ) .

From these one hask(x, y) = 0 for x ∈ g andy ∈ Γ(F ) as well, and the statement follows.¤

2.4. Holomorphic non-singular foliations. Let V be a complex manifold of dimensionn. Let
L be a holomorphic line bundle overV generating a foliationF by means of a holomorphic
vector bundle morphismh : L → TV .

Theorem 2.4.1.If F has no singularities onV thencI(TM − L) = 0 for any multi-indexI of
heightn.

Note thatF has no singularities onV if and only if h is injective, i.e., h(L) is a one di-
mensional subbundle ofTV and the virtual bundleTV − L coincides with the quotient bundle
VF := TV/h(L), thenormal bundletoF .

More generally anon-singular foliationF of dimensionp onV is given by a rankp holomor-
phic involutive vector subbundleTF ⊂ TV . The bundleTF is called thetangent bundle ofF .
There exists the exact sequence of (holomorphic) vector bundles:

0 → TF → TV → VF π→ 0,

whereVF is a rankn− p vector bundle onV which is called thenormal bundletoF .

Theorem 2.4.2(Bott). If F is a non-singular foliation of dimensionp on V thencI(VF) = 0
for any multi-indexI of height|I| > (n− p).

Proof. The technique being the same as in the previous vanishing theorems we just sketch the
proof in here. First we write aC∞ decomposition ofT 1,0V = TF ⊕ H. Then we choose
a connection∇ on VF which is of type(1, 0), i.e., ∇X(πY ) = 0 for X ∈ Γ(T 0,1V ) and
πY holomorphic withY ∈ Γ(TV ). Moreover we require that for anyX ∈ Γ(TF) and any
Y ∈ Γ(TV )

(2.9) ∇X (πY ) = π ([X,Y ]) .

Note that ifπY1 = πY2 thenY1−Y2 ∈ Γ(TF) and for anyX ∈ Γ(TF) it follows [X,Y1−Y2] ∈
Γ(TF), too (forTF is involutive). Thusπ([X, Y1]) = π([X,Y2]) and∇ is well defined.

In the splittingTRV ⊗ C = TF ⊕H ⊕ T 0,1 the curvaturek of ∇ satisfies:

k (x1, x2) = 0 for anyx1, x2 ∈ Γ (TF) ,(2.10)

k (x, z) = 0 for anyx ∈ Γ (TF) andz ∈ Γ
(
T 0,1V

)
,(2.11)

k (z1, z2) = 0 for anyz1, z2 ∈ Γ
(
T 0,1V

)
.(2.12)

The first comes from (2.9) and the Jacobi identity. As for the second, one can show it holds for
holomorphic sections ofVF using (2.9), the type-(1, 0) property of∇, and the fact that[x, z]
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vanishes forx ∈ Γ(T 1,0V ) andz ∈ Γ(T 0,1V ). The third comes from the “type(1, 0)”-property
of ∇, using holomorphic sections ofVF .

Let
{
x′1, ..., x

′
p, y

′
1, ...y

′
n−p, z

′
1, ..., z

′
n

}
be a basis of(TRV ⊗C)∗ which respects the decompo-

sition TRV ⊗ C = TF ⊕ H ⊕ T 0,1. By (2.10), in such a basis the matrix ofk is made up of
forms which belong to the ideal generated by{y′i}. Thus the theorem follows. ¤

3. EXISTENCE OFRESIDUES

In this section we are going to use the previous vanishing theorems in order to localize char-
acteristic classes.

Let V be an-dimensional complex manifold, letE be a rankr holomorphic vector bundle
on V andv ∈ Γ(TV ) a holomorphic vector field with isolated zerosΣ = {m1, ..., mλ, ...}.
Supposev acts onE|V−Σ in the sense of definition 1.2.1 as

θv : Γ (E|V−Σ) −→ Γ (E|V−Σ) .

3.1. The Mayer-Vietoris complex. LetU0 := V −Σ and letU1 ⊂ V be an open neighborhood
of Σ. Denote byU := {U0, U1}. Finally letU01 := U0 ∩ U1.

Consider the Mayer-Vietoris complexMV ∗(U) (a two-open setšCech-de Rham complex
in the terminology of [23]). Indicating byΩ∗

DR(U) the vector space of (complex) differential
forms of degree∗ defined on the open setU ⊆ V recall that the complexMV ∗(U) is defined as

MV ∗(U) := Ω∗
DR(U0)⊕ Ω∗

DR(U1)⊕ Ω∗−1
DR (U01),

D(α0, α1, α01) := (dα0, dα1,−dα01 + α1 − α0).

The natural mapi : Ω∗
DR(V ) → MV ∗(U) given byα 7→ (α|U0 , α|U1 , 0) is such thati◦d = D◦ i

and induces an isomorphism in cohomology (which is also an isomorphism at the level of
algebras).

We denote byMV ∗(V, V − Σ) the sub-complex ofMV ∗(U) given by elements of the form
(0, α1, α01), called therelativeČech-de Rham complex.

The advantage of using the relative Mayer-Vietoris complex is that the morphismMV ∗(U) →
Ω∗

DR(V − Σ) is surjective with kernel given exactly byMV ∗(V, V − Σ), whereas the map
Ω∗

DR(V ) → Ω∗
DR(V − Σ) given by the restriction is not surjective.

Thus one may representcI(E) as an element inMV ∗(U). Indeed if∇0 is a connection for
E on U0 and∇1 is a connection forE on U1 then(cI(∇0), cI(∇1), cI(∇0,∇1)) ∈ MV ∗(U)
and D(cI(∇0), cI(∇1), cI(∇0,∇1)) = 0 by the very definition ofD and the Bott operator
cI(∇0,∇1). On the other hand one can prove that if∇ is a connection forE then the cocycle
(cI(∇|U0), cI(∇|U1), 0) belongs to the same cohomology class of(cI(∇0), cI(∇1), cI(∇0,∇1))
and thus this last representscI(E) under the isomorphismi.

Now assumeΣ =
∐

λ Σλ, whereΣλ’s are the connected component ofΣ. In our caseΣλ is
just a point, but the following reasoning holds for more general sets. For anyλ let Uλ ⊂ V be
an open set such thatUλ ∩ Σ = Σλ. Thus the relative Mayer-Vietoris complex

MV ∗(V, V − Σ) =
⊕

λ

(Ω∗
DR(Uλ)⊕ Ω∗−1

DR (Uλ − Σλ)).
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Let ∇ be a connection forE|U0 on U0 which is a special connection with respect toθv (see
Definition 2.1.1). By Theorem 2.1.2 it follows thatcI(∇) = 0 in H2n(U0,C) for any multi-
indexI of heightn, and more generally, by Corollary 2.1.5,cI(∇0, ...,∇s) = 0 if all the∇i’s
are special with respect toθv and|I| = n. For anyλ let∇λ be a connection forE|Uλ

.
Thus, for|I| = n, the cocycle⊕λ(cI(∇λ), cI(∇,∇λ)) ∈ MV ∗(V, V −Σ) and it isD-closed.

Proposition 3.1.1. The cohomology class of⊕λ

(
cI

(∇λ
)
, cI

(∇,∇λ
))

in H2n(MV ∗(V, V −
Σ)) does not depend on the choice of the connections∇λ nor on the connection∇ provide∇ is
special with respect toθv|U1).

Proof. Let∇′ be a connection forE onU1 special with respect toθv and let∇′λ be connections
for E on eachUλ. Thus

(
cI

(∇λ
)
, cI

(∇,∇λ
))− (

cI

(∇′λ) , cI

(∇′,∇′λ))

=
(
cI

(∇λ
)− cI

(∇′λ) , cI

(∇,∇λ
)− cI

(∇′,∇′λ))

(Bott formula)
= (dcI(∇′λ,∇λ), [cI(∇′λ,∇λ) + cI

(∇,∇′λ)− cI

(∇,∇λ
)

− dcI

(∇,∇′λ,∇λ
)
] + cI

(∇,∇λ
)− cI

(∇′,∇′λ))
= (dcI(∇′λ,∇λ),−dcI

(∇,∇′λ,∇λ
)

+ cI(∇′λ,∇λ) +
[
cI

(∇,∇′λ)− cI

(∇′,∇′λ)])
= (dcI(∇′λ,∇λ),−dcI

(∇,∇′λ,∇λ
)

+ cI(∇′λ,∇λ) + d
(
cI

(∇′,∇,∇′λ))

= D
(
cI(∇′λ,∇λ), cI

(∇,∇′λ,∇λ
)− (

cI

(∇′,∇,∇′λ)))

where the we usedcI (∇′,∇) = 0 since both∇ and∇′ are special. ¤

For anyλ let Tλ ⊂ Uλ be a2n-dimensional real smooth manifold with smooth boundary∂Tλ

such thatΣλ ⊂ Tλ.

Proposition 3.1.2.The following expression, calledresidue,

Resλ (θv, E, cI) =

∫

Tλ

cI

(∇λ
)−

∫

∂Tλ

cI

(∇,∇λ
)

is well defined (i.e. does not depend onTλ) for any|I| = n.

Proof. Let T ′
λ be a2n-dimensional real smooth manifold with smooth boundary∂T ′

λ such that
Σλ ⊂ T ′

λ ⊂ Uλ. It is always possible to chooseT ′′
λ with the same properties but such that it

contains bothTλ andT ′
λ in its interior. It is enough to show that the value forTλ coincides with
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that forT ′′
λ . Indeed:

∫

T ′′λ

cI

(∇λ
)−

∫

∂T ′′λ

cI

(∇,∇λ
)−

∫

Tλ

cI

(∇λ
)−

∫

∂Tλ

cI

(∇,∇λ
)

=

∫

T ′′λ −Tλ

cI

(∇λ
)−

∫

∂T ′′λ −∂Tλ

cI

(∇,∇λ
)

(Stokes)
=

∫

T ′′λ −Tλ

[cI

(∇λ
)− dcI

(∇,∇λ
)
] = 0,

where the last equality follows from the Bott formula and the fact thatcI (∇) = 0 since∇ is
special onTλ − T ′′

λ . ¤

Now supposeΣ = {m0}. LetU ⊂ V be an open set containingm0 such that there exist local
holomorphic coordinates{z1, . . . , zn} for V ∩ U andE|U is holomorphically trivial by means
of r holomorphic sectionsσ1, ..., σr. In this setting letθvσα =

∑
β Mβ

ασβ for some matrix
M = Mβ

α of holomorphic functions andv|U =
∑

i Ai
∂

∂zi
.

Theorem 3.1.3.For any multi-indexI such that|I| = n,

Res (θv, E, cI) =

[
cI (M) dz1 ∧ ... ∧ dzn

A1 A2 ............An

]

m0

.

The previous theorem expresses the residue in term of a Grothendick residue. In particular,
by choosing∇0 a trivial connection forE|U thencI (∇0) = 0 and therefore, beingcI (∇,∇0) =
−cI (∇0,∇), for any∇ special connection, one gets:

Res (θv, E, cI) =

∫

∂T
cI

(∇,∇0
)

=

[
cI (M) dz1 ∧ ... ∧ dzn

A1 A2 ............An

]

m0

,

whereT is a2n-dimensional real manifold with smooth boundary such thatm0 ∈ T ⊂ U .

3.2. The Proof of Theorem 3.1.3.. Let Ui := {m ∈ U |Ai(m) 6= 0} for i = 1, . . . , n. Let
U := {U1, . . . , Un}.

3.2.1. TheČech-de Rham complex.To the coveringU we associate thek-nerve

Nk(U) := {(j0, . . . , jk) : j0 < j1 < . . . < jk, ji ∈ {1, . . . , n},
k⋂

i=0

Uji
6= ∅}.

ThusJ ∈ Nk(U) means thatJ = (j0, . . . , jk) andUJ := ∩Uji
6= ∅. In particularNk(U) = ∅

for k > n − 1. TheČech-de Rham complexCDR∗(U) is the set formed by elementsα :=
(αJ)J∈Nk(U) wherek = 0, . . . , n − 1 andαJ ∈ Ω∗−k

DR (UJ) for J ∈ Nk(U) (here we setαJ = 0
if ∗ − k < 0).
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Example 3.2.1.1. If n = 2 thenU = {U1, U2}, N0(U) = {(1), (2)}, N1(U) = {((12)} and
α ∈ CDR∗(U) implies thatα = (α1, α2, α12) whereα1 ∈ Ω∗

DR(U1), α2 ∈ Ω∗
DR(U2) and

α12 ∈ Ω∗−1
DR (U1 ∩ U2).

2. Let n = 3 and assumeU = {U1, U2, U3} is such thatU1 ∩ U2 ∩ U3 6= ∅. ThenN0(U) =
{(1), (2), (3)}, N1(U) = {(12), (13), (23)} andN2(U) = {(123)}. Thenα ∈ CDR∗(U) is
given by α = (α1, α2, α3, α12, α13, α23, α123), whereαi ∈ Ω∗

DR(Ui) for i = 1, 2, 3, αij ∈
Ω∗−1

DR (Ui ∩ Uj) for i < j = 1, 2, 3 andα123 ∈ Ω∗−2
DR (U1 ∩ U2 ∩ U3).

Now we have to define onCDR∗(U) a structure of cohomological complex. Fork, l fixed,
let us indicate by

Ck(U , Ωl
DR) :=

⊕

J∈Nk(U)

Ωl
DR(UJ).

The double complexC∗(U , Ω∗
DR) := ⊕k,lC

k(U , Ωl
DR) is equipped with two differential opera-

tors, the de Rham differentiald : Ck(U , Ωl
DR) → Ck(U , Ωl+1

DR) and the usuaľCech differential
δ : Ck(U , Ωl

DR) → Ck+1(U , Ωl
DR). Note thatd ◦ δ = δ ◦ d. In general, given a double com-

plex with two commuting differential one can define a cohomological complex summing up
along the anti-diagonal (see [3]). In our caseCDR∗(U) = ⊕l+k=∗Ck(U , Ωl

DR) with differential
D = δ + (−1)kd.

Example 3.2.2.1. In the case of Example 3.2.1.1, theČech-de Rham complex is the Mayer-
Vietoris complexMV ∗(U).
2. In the case of Example 3.2.1.2, forα ∈ CDR∗(U) it follows thatDα = (dα1, dα2, dα3,−dα12+
α2 − α1,−dα13 + α3 − α1,−dα23 + α3 − α2, dα123 + α23 − α13 + α12).

The mapi : Ω∗
DR(U − {m0}) → CDR∗(U) given by α 7→ (αJ) with αJ = α|UJ

for
J ∈ N0(U) and αJ = 0 for J ∈ Nk(U), k > 0 induces an isomorphism of algebras for
some multiplicative structure which has not been specified here and in particular it induces an
isomorphism in cohomology (see [3]).

On the other hand one has the natural injectionj : Ω∗
DR(U1 ∩ . . . ∩ Un) ↪→ CDR∗+n−1(U).

3.2.2. Outline of the proof.Go back to the notation of Theorem 3.1.3, in particular recall that
∇ is a special connection forE onV − {m0} and∇0 is the trivial connection forE onU . Let

ξ = cI

(∇0,∇)
= −cI

(∇,∇0
) ∈ Ω2n−1

DR (U − {m0}) ,

η =
cI (M)

A1 · A2 · ... · An

dz1 ∧ ... ∧ dzn ∈ Ωn
DR (U1 ∩ ... ∩ Un) .

The formξ is closed, since by the Bott formula and Theorem 2.1.2

dξ = cI (∇)− cI

(∇0
)

= 0 + 0.

The formη is closed as well, being holomorphic of top degree. For littleε > 0 let

Ri = {m ∈ ∂T : |Ai(m)| ≥ |Aj (m)| for anyj},
R12...n = {m ∈ ∂T : |Ai (m) |2 =

ε

n
for anyi}.
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We can integrate differential forms inΩ2n−1
DR (U − {m0}) over∂T and differential forms in

Ωn
DR (U12...n) overR12...n.

STEP 1.There exists an operator̂
∫

∂T : CDR2n−1 (U) −→ C so that the diagram commutes:

(3.1)
Ω2n−1

DR (U − {m0}) i−→ CDR2n−1 (U)
j←− Ωn

DR (U12...n)

↘ ∫
∂T ↓ ∫̂

∂T ↙ ∫
R12...n

C

and
∫̂

∂T (Dβ) = 0 for anyβ ∈ CDR2n−2 (U) .
STEP 2. There exists aµ ∈ CDR2n−2 (U) s.t.Dµ = j (η)− i (ξ) .
The proof of Theorem 3.1.3 follows at once from the previous steps.

3.2.3. The proof of Step 1—Integration on honeycomb cells.A system of cellsadapted toU is
given by the familyRJ := ∩k

i=0Rji
for J ∈ Nk(U). Note thatRJ is a real smooth manifold

of dimension2n − 1 − k with (oriented) boundary. The boundary∂Rl = ⊕tRtl, whereRtl is
positive oriented ifl < t, negative oriented otherwise. Inductively one defines an orientation on
each cell.

We give the proof of step 1 forn = 3, the higher dimensional case being essentially the same.
Write α ∈ CDR2n−1 (U) as a “matrix”

α =




α1 α2 α3

α23 α13 α12

α123


 .

The mapsi, j are given by

i : Ω2n−1
DR (U − {m0}) −→ CDR2n−1 (U) s.t. γ 7→




γ γ γ
0 0 0

0


 ,

j : Ωn
DR (U12...n) −→ CDR2n−1 (U) s.t. γ 7→




0 0 0
0 0 0

γ


 .

The cellsRij, R123 are oriented as:

∂R1 = R12 + R13, ∂R2 = −R12 + R23, ∂R3 = −R13 −R23,
∂R12 = R123, ∂R13 = −R123, ∂R23 = R123.

We define:
∫̂

∂T
α =

∫

R1

α1 +

∫

R2

α2 +

∫

R3

α3 +

∫

R12

α12 +

∫

R13

α13 +

∫

R23

α23 +

∫

R123

α123.

It is clear that with this definition the diagram (3.1) commutes. Moreover
∫̂

∂T Dα = 0 from
the very definition and an obvious application of the Stokes formula.
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3.2.4. The proof of Step 2.Fix i ∈ {1, . . . , n}. OnUi, sinceAi 6= 0, the set

{ ∂

∂z1

,
∂

∂z2

, ...
∂

∂zi−1

, v,
∂

∂zi+1

, ...
∂

∂zn

}

is a basis ofTV |Ui
. On eachUi define a connection∇i of type(1, 0) for E|Ui

as follows:

(1) ∇i
v = θv,

(2) ∇i
∂

∂zj

σs = 0 for anyj 6= i ands = 1, ...r,

recalling that{σ1, ..., σr} is a fixed holomorphic trivialization ofE|U . Denote byθ ∂
∂zj

the action

of ∂
∂zj

onE|U defined byθ ∂
∂zj

σt = 0 for t = 1, . . . , r. By the very definition it follows that∇i is

special with respect toθv and with respect toθ ∂
∂zj

for anyj 6= i. Obviously, even the connection

∇0 for E|U is special with respect to anyθ ∂
∂zj

since it is trivial in the coordinateszj ’s.

We define

µ = (µJ) , µJ = (−1)[
k+1
2 ] cI

(∇0,∇j0 , ...,∇jk ,∇)
for J = (j0, ..., jk) .

For example, forn = 3, we get

µ =




cI (∇0,∇1,∇) cI (∇0,∇2,∇) cI (∇0,∇3,∇)
−cI (∇0,∇2,∇3,∇) −cI (∇0,∇1,∇3,∇) −cI (∇0,∇1,∇2,∇)

−cI (∇0,∇1,∇2,∇3,∇)


 .

ComputingDµ using the Bott formula and Corollary 2.1.5, we get

Dµ =



−cI (∇0,∇) −cI (∇0,∇) −cI (∇0,∇)

0 0 0
−cI (∇0,∇1,∇2,∇3)


 .

For example, the high-left term is, by the Bott formula

dcI

(∇0,∇1,∇)
= cI

(∇1,∇)− cI

(∇0,∇)
+ cI

(∇0,∇1
)

= −cI

(∇0,∇)

since the first and third addends vanish because∇1 and∇ are both special forθv whereas
∇0,∇1 are both special forθ ∂

∂z2

.

Similar calculations hold forn > 3. Thus to complete step 2 we need to show that

η
def
=

cI (M)

A1 · · ·An

dz1 ∧ . . . ∧ dzn = (−1)[
n
2 ] cI

(∇0, . . . ,∇n
)
.

We will use the Chern-Weyl formula (2.2). Firstly we need to compute the connection forms
and the curvature forms of the various connections∇0, . . . ,∇n. With respect to the local holo-
morphic frameσ1, ..., σr of E|U , the connection one forms{ωµ

λ}λ,µ=1,...,r for a connection∇ are
defined by the relations

∇Xσλ =
∑

µ

ωµ
λ(X)σµ.
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Compactly,ω = (ωµ
λ) is ar × r matrix of one-form which represents the connection∇. In the

local coordinates{zi}’s, we can writeω =
∑

i Pidzi+Qidzi, that isωµ
λ =

∑
i P

µ
i,λdzi+Qµ

i,λdzi.
If the connection∇ is of type(1, 0) then

0 = ∇ ∂
∂zi

σλ =
∑

µ

ωµ
λ(

∂

∂zi

)σµ =
∑

µ

Qµ
λ,jσµ,

and thusQj = 0 for anyj. Henceω =
∑

Pjdzj.
We will denote byωi the matrix of connection one-forms relative to∇i. Now∇0 is flat in

the coordinateszi, i.e. we assumed∇0
∂

∂zi

σλ = 0, thereforeω0 = 0. The connection∇i satisfies

∇ ∂
∂zj

σλ = 0 for i 6= j, and thereforePj = 0 for j 6= i. Thus

∑
µ

Mµ
λσµ = ∇vσλ =

∑
j

∇Aj
∂

∂zj

σλ =
∑

j

Aj∇ ∂
∂zj

σλ = Ai∇ ∂

∂zi
σλ =

∑
µ

AiP
µ
i,λσµ,

thereforeAiPi = M i.e.Pi = M
Ai

. Hence

(3.2) ω0 = 0, ωi =
M
Ai

dzi.

For sake of clearness we assumen = 3. We have

cI

(∇0, ...,∇3
)

= (−1)[
3
2 ]

∫

∆3

cI(∇̃),

where∇̃ is the connection for the vector bundlep∗1(E) = E × ∆3 on V × ∆3 defined as in
(2.1), wherep1 : V × ∆s → V is the projection. The connection form of̃∇ at the point
(m, t) ∈ V ×∆3 is

ω̃ = t0ω
0 + t1ω

1 + t2ω
2 + t3ω

3 = t1ω
1 + t2ω

2 + t3ω
3,

wheret0 = 1 − (t1 + t2 + t3). Cartan’s structure equation gives the(r × r)-matrix Ω of two
forms representing the curvature for a connection∇ with connection matrixω as

Ω = dω +
1

2
ω ∧ ω.

Therefore, ifΩ̃ is the matrix of the curvature of̃∇ we have

Ω̃ = dt1 ∧ ω1 + dt2 ∧ ω2 + dt3 ∧ ω3 + S =

= dt1 ∧ dz1

A1

M+ dt2 ∧ dz1

A1

M+ dt3 ∧ dz1

A1

M+ S,

where the forms inS do not involve differentials in thetl variables. For|I| = n, we get

cI(∇̃)
def
= cI(Ω̃) = 3!dt1 ∧ dt2 ∧ dt3 ∧ dz1

A1

∧ dz2

A2

∧ dz3

A2

cI (M) + S ′,
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where the forms inS ′ do not contain more than two differentials in thetl variables. Thus∫

∆3

cI(∇̃) =

∫

(
∑3

i=0ti)=1

3!dt1 ∧ dt2 ∧ dt3 ∧ dz1

A1

∧ dz2

A2

∧ dz3

A2

cI (M) + S ′ =

=

∫

(
∑3

i=0ti)=1

3!dt1 ∧ dt2 ∧ dt3

(
dz1

A1

∧ dz2

A2

∧ dz3

A2

cI (M)

)
=

= 3!
1

3!

(
dz1

A1

∧ dz2

A2

∧ dz3

A2

cI (M)

)
,

which completes the proof of step 2.

Corollary 3.2.3. If m0 ∈ V is an isolated, non degenerate, singular point ofv then

(3.3) Res(θv, E, cI)m0 =
cI (M(m0))

λ1 · ... · λn

,

where theλi’s are the eigenvalues of the Jacobian matrix ofv at m0.

Proof. The eigenvalues of the Jacobian ofv atm0, J(m0) are all different from zero forJ(mλ)
is invertible by definition of non-degeneracy. Up to shrinkU if necessary, we may suppose that
det(J(m)) 6= 0 for anym ∈ U . Now dA1 ∧ . . . dAn = det(J)dz1 ∧ . . . dzn and therefore

cI(M)

det(J)

(
dA1

A1

∧ . . . ∧ dAn

An

)
= cI(M)

dz1

z1

∧ . . . ∧ dzn

zn

.

If we setF = cI(M)

det(J)
, thenF is holomorphic onU andF (m) = F (m0) + O(m), whereO(m)

is holomorphic inU and vanishing atm0. On R1...n we haveAi = εe
√−1θi for θi ∈ R, and

therefore[
cI(M)dz1 ∧ . . . dzn

A1, . . . , An

]
=

(
1

2πi

)n

F (m0)

∫

|A1|=ε

dA1

A1

. . .

∫

|An|=ε

dAn

An

+ O(m) = F (m0).

Then Theorem 3.1.3 gives the assertion. ¤

3.3. Examples of Residues.In Example 1.2.2 we saw some instances of natural actions. We
are going to calculate the residues for isolated singular points ofv in such cases.
1. LetE = TV andθv = [v, ·]. Let σi = ∂

∂zi
for i = 1, . . . , n. Then

θv (σλ) =

[
Ai

∂

∂zi
,

∂

∂zλ

]
= −∂Ai

∂zλ

∂

∂zi

,

andM = −J , whereJ is the Jacobian matrix ofv. In particular ifm0 is a non-degenerate
singularity forv then by Corollary 3.3 one has for|I| = n,

Res(θv, TV, cI) =
cI (λ1, ..., λn)

λ1 · ... · λn

,
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wherecI (λ1, ..., λn) indicates thecI of the diagonal matrix with entriesλ1, . . . , λn.
2. SupposeV ⊂ M for some complex manifoldM of dimensionn + q. Assume moreover that
v is the restriction toV of a holomorphic vector field̃v onM . We may assume that there exists
an open set̃U ⊂ M such thatŨ ∩ V = U and local coordinates{z1, . . . , zn, y1, . . . , yq} on Ũ

so thatV ∩ Ũ = {y1 = . . . = yq = 0}. In such coordinates

ṽ =
n∑

i=1

Ãi(z, y)
∂

∂zi

+

q∑
j=1

B̃j(z, y)
∂

∂yj

,

for some holomorphic functions̃Ai, B̃j such thatÃi(z, 0) = Ai(z) andB̃j(z, 0) = 0 (the forv
is tangent toV ).

Let E = TM |V , andθv(Y ) := [ṽ, Ỹ ]|V , whereỸ is a holomorphic section ofTM such that
Ỹ |V = Y . An explicit calculation shows that in such a case

M = −D(A1, ..., An, B̃1, .., B̃q)

D(z1, ..., zn, y1, ..., yq)
.

The residue given by Theorem 3.1.3 is called thevariation index.
3. Assume a setup as in 2. LetE = NV , where the normal bundleNV to V is given by (1.4). Let
θv be defined as in Example 1.2.2.(3). Then{π( ∂

∂y1
|V ), . . . , π( ∂

∂yq
|V )} is a local holomorphic

frame ofNV and we have

θv(π(
∂

∂yν

|V )) = π([
∑

i

Ãi
∂

∂zi

+
∑

j

B̃j
∂

∂yj

,
∂

∂yν

]|V ) = −
∑

j

∂B̃j

∂yν

π(
∂

∂yj

|V ).

If n = q = 1 andṽ = A(z, y) ∂
∂z

+ B(z, y) ∂
∂y

then Theorem 3.1.3 gives

Res(θv, NV , c1) = − 1

2π
√−1

∫

γ

By(z, 0)

A(z, 0)
dz,

whereγ = {(z, 0) : |z| = ε}. This is called theCamacho-Sad index.

4. PROOF OF THERESIDUESTHEOREMS AND APPLICATIONS

We are now in the good shape to prove the residues theorems stated in the first sections. The
proof is essentially stated in section 1.3.

Suppose we are in the hypothesis of Theorem 1.2.3. In particularV is compact and one can
integrate the2n-form cI(E) over V . The singular set ofv is given byΣ = {m1, . . . , mh}.
By Theorem 2.1.2 one can consider a representativecI(V, Σ) of cI(E) in the relative Mayer-
Vietoris cohomologyH2n(MV ∗(V, V − Σ)), which is isomorphic to the relative cohomology
H2n(V, V −Σ,C). Integration ofcI(E) onV is the same as integration ofcI(V, Σ) onV (using
honeycomb cells as in 3.2.3 or in [23]). Thus by Proposition 3.1.2∫

V

cI(E) =
∑

λ

Res(θv, E, cI),
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and Theorem 1.2.3 follows from Theorem 3.1.3.
As for Theorem 1.1.2, it follows from Theorem 1.2.3 takingθv to be the Lie derivative action

onTV (see Example 1.2.2.(1)) and calculating the residues as in section 3.3.1.
Theorem 1.3 involves virtual bundles and the proof is slightly different from the previous

ones, see,e.g., [22] p.110-113. Instead of giving it here, we present an application of Theo-
rem 2.4.1.

Proposition 4.0.1.All one-dimensional foliations onCPn are singular.

Proof. Let L be a holomorphic line bundle overCPn and h : L → TCPn be an injective
morphism of holomorphic vector bundle defining a non-singular one-dimensional foliations.

Now H2(CPn,C) ' C and the tautological bundle (the inverse of the hyperplane bundle)
L on CPn generates this cohomology. Also each line bundle onCPn is determined (up to
isomorphisms) by its Chern class inH2(CPn,C) and thereforeL = Ld−1 (see,e.g., [8]). The
numberd ∈ Z is called thedegreeof the foliation. Letγ = c1(−L) be the generator of
H2(CPn,C). Then, sinceT (CPn) ⊕ (CPn × C) = −(n + 1)L, it follows that c(TCPn) =
(1 + γ)n+1. Moreoverc(Ld−1) = 1− (d− 1)γ. Thus, ifVF = TCPn/Ld−1, we have

(4.1) c(VF) =
(1 + γ)n+1

1− (d− 1)γ
= (1 + γ)n+1(1 + (d− 1)γ + (d− 1)2γ2 + ...).

Thusc1(VF) = (d + n)γ. By Theorem 2.4.1cn
1 (VF) = 0, but

∫

CPn

cn
1 (VF) =

∫

CPn

(d + n)nγn = (d + n)n,

for
∫
CPn γn = 1. Hence the only possibility isd = −n. But cn(VF) = 0 for VF has rankn− 1,

and a straightforward calculation shows that ifd = −n than (4.1) gives a non-vanishing term
of degreen. ¤
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(Mémoires d́edíesà Georges de Rham), Springer, Berlin, 1970, 29-47.
3. P. Baum and R. Bott,Singularities of holomorphic foliations, J. Diff. Geom. 7 (1972), 279-342.
4. R. Bott,A residue formula for holomorphic vector fields, J. Diff. Geom. 1 (1967), 311-330.
5. R. Bott and L. Tu,Differential forms in algebraic topology, Graduate Texts in Mathematics 82, Springer-

Verlag, New York, Heidelberg, Berlin, 1982.
6. C. Camacho and P. Sad,Invariant varieties through singularities of holomorphic vector fields, Ann. of

Math. 115 (1982), 579-595.
7. W. Fulton,Intersection theory, Springer-Verlag, Berlin, 1984.
8. M. Greenberg and J. Harper,Algebraic topology: a first course, Addison-Wisley, 1981.
9. P. Griffiths and J. Harris,Principles of algebraic geometry, John Wiley and Sons, New York, 1978.

10. V. Guillemin and A. Pollack,Differential Topology, Prentice-Hall, Englewood Cliffs, 1974.
11. R. C. Gunning and H. Rossi,Analytic functions of several complex variables, Prentice-Hall, Englewood

Cliffs, 1965.



22 DANIEL LEHMANN

12. R. Hartshorne,Algebraic geometry, Graduate Texts in Mathematics 52, Springer-Verlag, New York,
1977.

13. F. Hirzebruch,Topological methods in algebraic geometry, Springer-Verlag, New York, 1966.
14. S. Kobayashi and K. Nomizu,Foundations of Differential Geometry, I, II, Wiley Classics Library, John

Wiley and Sons, New York, 1996.
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