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Abstract. We describe a simple matrix formulation of methods
for solving generic lower triangular Toeplitz systems of n = bs

linear equations, where b is any positive integer. These methods
can be applied in the computation of Bernoulli numbers.

1. Introduction

In [8] it is claimed that if b denotes the vector of all Bernoulli num-
bers, then for a suitable diagonal matrix D and a suitable vector f , the
vector Db satisfies the following lower triangular Toeplitz (ltT) linear
system:

(1)
[

+∞
∑

k=0

2α3k

(6k + 2)!(2k + 1)
Z3k

]

x = f , Z =









0
1 0

1 0
· ·









(α ∈ R). This system is called Ramanujan-Toeplitz because it is ob-
tained from some linear equations involving Bernoulli numbers found
in [20]. Note the sparse structure of such ltT system: the second, third,
fifth, sixth, ninth, tenth, and so on, diagonals of the coefficient matrix
are all null.

Now, it is possible to define a procedure G3 that exploits this special
sparsity related to Bernoulli numbers, and computes the first n = 3s

(s ∈ N) components of the solution of (1) in O(s3s) arithmetic opera-
tions. G3 is obtained as a particular case of a more general procedure
Gb able to compute the first n = bs entries of the solution of any (semi-
infinite) ltT system in O(sbs) arithmetic operations. The procedure Gb

is described in this paper in terms of simple matrix operations, which
consist precisely in a finite (independent of s) number of ltT matrix by
vector products of dimensions b, b2, . . ., bs .

Let us recall the main properties of ltT matrices. Let Zn be the
upper left n × n submatrix of the semi-infinite matrix Z in (1). Zn is
usually called lower-shift due to the effect that its multiplication by a
vector v = [v0 v1 · · · vn−1] produces: Znv = [0 v0 v1 · · · vn−2]

T . Let L
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be the subspace of Cn×n of those matrices which commute with Zn. It
is simple to observe that L is a matrix algebra closed under inversion,
and that A ∈ L if and only if A is lower triangular and has a Toeplitz
structure, i.e. Ai,j+1 = Ai−1,j, i = 2, . . . , n, j = 1, . . . , n−1. This is also
equivalent to say that L = {p(Zn) : p a polynomial}1, and therefore
the space L of ltT matrices is a commutative matrix algebra.

As a consequence of the above arguments, the inverse A−1 of a matrix
A ∈ L has a lower triangular Toeplitz (ltT) structure, and thus A−1 is
completely determined as soon as its first column is known. It follows
that a ltT linear system of n equations, Ax = f (such as the Ramanujan
one in (1)), can be solved by the following two-phase procedure:

(i) Compute z ∈ Cn such that Az = e1 = [1 0 · · · 0]T .
(ii) Multiply by f the ltT matrix with z as first column.

The procedure Gb described in this paper belongs to the above class
of two-phase ltT systems solvers. So, in order to define it, one needs
only to describe the algorithm Gb implementing phase (i). Essentially,
in Gb first of all the ltT coefficient matrix of the system Az = e1 is
transformed, by a number s = logb n of ltT left multiplications, into the
identity matrix. This first part of the algorithm is a sort of Gaussian-
elimination procedure where, at each step, (b − 1)/b of the remaining
non null diagonals are nullified. Moreover, the dimension of the ltT
transform used at the generic step is in fact b times smaller than in
the previous step. Then, in the second part of the Gb algorithm, the
same ltT transforms are applied in opposite order to e1, and since such
process is particularly cheap when applied to vectors with a suitable
sparse structure, such as e1, also this second part of the algorithm has
a very low cost. Finally, Gb turns out to have a O(sbs) complexity, if
n = bs.

The Gb algorithm is not totally new. In particular, when b = 2 it
seems to be related to a known power series inverting algorithm, pre-
sented in [21]. However, the very natural and simple matrix formulation
of the Gb algorithm seems to be absent in literature. In fact, usually
ltT systems solvers are written in terms of polynomial arithmetics since
they solve, instead of the ltT system directly, the equivalent problem
of finding the reciprocal of a power series. We think that our approach
could be a good simple alternative and suitable, since the problem of
solving a ltT system is also a matrix problem. These reasons suggest
to include the Gb procedure in the wide literature on low complexity
ltT solvers [14], [18], [4], [3], [6], [22], [23], [24], [21], [17], [19], [12].

We conclude by noting that the algorithm Gb can be applied, for
example, to find any pair of two consecutive Bernoulli numbers. In

1 This is easy to prove, however it also follows from the fact that Zn is non-
derogatory, i.e. the characteristic and minimum polynomials of Zn are equal (see
[15])



TRIANGULAR TOEPLITZ SYSTEMS SOLVERS 3

fact, by a remark in [8], this is equivalent to solve a ltT system of
type Az = e1. Whereas the Gb two-phase procedure can be used to
find the first n Bernoulli numbers, by solving the ltT systems stated
in [8], for example (1). In particular, G3 turns out to be the most
suitable procedure to solve the sparse ltT system (1). Actually, (1)
can be interpreted as the output of the first step of G3 applied to a full

ltT system (whose solution yields Bernoulli numbers). Further steps
of G3 – each nullifying 2/3 of the remaining non null diagonals – yield
sparser and sparser ltT systems satisfied by Bernoulli numbers, and
finally yield n Bernoulli numbers for any arbitrary n.

2. An algorithm for the solution of ltT linear systems

Let b be a positive integer greater than 1. We now present an algo-
rithm Gb of complexity O(n logb n) for the computation of x such that
Ax = [1 0 · · · 0]T , where A is a n×n ltT matrix, with [A]11 = 1 (which
of course is not restrictive) and n = bs for some s ∈ N.

2.1. Multiply a ltT matrix by a vector. We shall see that the Gb

algorithm needs a function that implements the product of a ltT bj ×bj

matrix by a vector. Such operation can be performed in at most cbjb
j

arithmetic operations. The latter result follows immediately, for exam-
ple, from some well known representations of a generic Toeplitz matrix
T = (ti−k)

m
i,k=1, m = bj, in terms of circulant matrices, and from the

fact that circulants can be multiplied by a vector via fast discrete trans-
forms (FFT) [7]. For the sake of completeness, such representations are
displayed here below:

(2) T = {C(a)}m, aT = [t0 t−1 · · · t−m+1 0T
(b−2)m+1 tm−1 · · · t1];

T = C(a) + C−1(a
′),(3)

ai =
1

2
(t−i+1 + tm−i+1), a′

i =
1

2
(t−i+1 − tm−i+1), i = 1, . . . , m

(tm = 0). Here C(a) (C−1(a)) denotes the circulant (skew circulant)
matrix with first row aT , and {C(a)}m denotes the upper-left m × m
submatrix of C(a).2

2.2. Preliminary Lemmas. Given a vector v = [v0 v1 v2 · · · ]T , vi ∈
C (briefly v ∈ CN), let L(v) be the semi-infinite ltT matrix whose first

2 Note that the two obvious procedures performing the multiplication ltT matrix
× vector based on the representations (2), (3) of T hold for a generic (full) Toeplitz
matrix T ; so one guesses that better procedures may be introduced, ad hoc for the
ltT case.
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column is v, i.e.

L(v) =

+∞
∑

k=0

vkZ
k, Z =









0
1 0

1 0
· ·









.

Lemma 2.1 Let a,b, c ∈ CN. Then L(a)L(b) = L(c) if and only if
L(a)b = c.

Proof. If L(a)L(b) = L(c), then the first column of L(a)L(b) must
be equal to the first column of L(c), and these are the vectors L(a)b
and c, respectively. Conversely, assume that L(a)b = c and consider
the matrix L(a)L(b). It is ltT, being a product of ltT matrices, and,
by hypothesis, its first column, L(a)b, coincides with the vector c,
which in turn is the first column of the ltT matrix L(c). The thesis
follows from the fact that ltT matrices are uniquely defined by their
first columns. �

Remark. The above Lemma holds for any algebra of matrices uniquely
defined by their first columns (or rows). A possible exhaustive list of
these algebras can be deduced from a wide literature (see for instance
[10], [2], [11], [5]).

Given a vector v = [v0 v1 v2 · · · ]T ∈ C
N, let E be the semi-infinite

matrix with entries 0 or 1 which, applied to v, has the effect of inserting
b − 1 zeros between two consecutive components of v. Then

E =















1
0 0
0 1
0 0 0
0 0 1
· · · ·















, 0 = 0b−1, Ek =















1
0 0
0 1
0 0 0
0 0 1
· · · ·















, 0 = 0bk−1,

v =









1
v1

v2

·









, Ev=















1
0
v1

0
v2

·















, L(Ev)=















1
0 I
v1 0T 1
0 v1I 0 I
v2 0T v1 0T 1
· · · · · ·















, 0 = 0b−1.

Lemma 2.2 Let u,v ∈ CN with u0 = v0 = 1. Then L(Eu)Ev =
EL(u)v, and, more in general, for each k ∈ N, L(Eku)Ekv = EkL(u)v.

Proof. By inspecting the vectors L(Eu)Ev and EL(u)v one observes
that they are equal. By multiplying E on the left of the identity
L(Eu)Ev = EL(u)v and using the same identity also for the vec-
tors Eu and Ev, in place of u and v respectively, one observes that it
also holds L(E2u)E2v = E2L(u)v. And so on. �
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2.3. The computation of the first column of the inverse of a
n × n ltT matrix (n = bs). The Gb algorithm for the computation
of x such that Ax = e1 consists of two parts. In the first one, some
special ltT matrices are computed, whose successive left multiplication
by the matrix A transforms A into the the identity. In the second part
such matrices are successively left multiplied (in the opposite order)
by the vector e1. The method appears as a kind of Gaussian elimi-
nation, where diagonals are nullified instead of columns. The overall
cost O(n logb n) comes from a double fact: at each step of the first
part (b−1)/b of the remaining non null diagonals are nullified by using
ltT transforms of dimension b times smaller than in the previous step,
and an analogous reduction of the dimensions of the ltT transforms in-
volved is applied in the second part, by exploiting the particular sparse
structure of e1.

The given n × n matrix A can be thought as the upper-left subma-
trix of a semi-infinite ltT matrix L(a), whose first column is [1 a1 a2 ·
abs−1 abs · ]T ∈ CN. The two parts of the Gb algorithm are described
here below. (More details, especially in the cases b = 2, 3, can be found
in [9]).

Part I. Set a(0) := a, and find â(0), a(1) ∈ CN such that

L(a(0))â(0) = Ea(1) =









1
0

a
(1)
1

·









, 0 = 0b−1

(

thus L(â(0))L(a(0)) = L(Ea(1))
)

.

Then, for k = 2, . . . , s find â(k−1), a(k) ∈ CN such that

L(a(k−1))â(k−1) = Ea(k) =









1
0

a
(k)
1

·









, 0 = 0b−1

(

thus L(Ek−1a(k−1))Ek−1â(k−1) = Eka(k) =









1
0

a
(k)
1

·









, 0 = 0bk−1,

and L(Ek−1â(k−1))L(Ek−1a(k−1)) = L(Eka(k))
)

.

After the above s steps, we obtain the following identity
(4)

L(Es−1â(s−1))L(Es−2â(s−2)) · · · L(Eâ(1))L(â(0))L(a(0)) = L(Esa(s))
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where the upper left bs×bs submatrices of L(a(0)) and of L(Esa(s)) are,
respectively, the initial ltT matrix A and the identity matrix, i.e.

L(a(0)) =













A 0 O

abs · · · a1 1 0T

· · · · ·













, L(Esa(s)) =













Ibs 0 O

a
(s)
1 eT

1 1 0T

· · · · ·













.

Part II. By (4), any system of type L(a(0))z = Es−1v, v ∈ CN, is
equivalent to the following linear system

L(Esa(s))z = L(â(0))L(Eâ(1)) · · · L(Es−2â(s−2))L(Es−1â(s−1))Es−1v

= L(â(0))EL(â(1))E · · · EL(â(s−2))EL(â(s−1))v.

The matrices involved in the vector on the right hand side are lower
triangular. Moreover, the upper left square submatrices of E of dimen-
sions bj × bj, j = s, . . . , 2, have their last bj−1(b − 1) columns null. As
a consequence of these two observations, any vector

{

z
}

n
, n = bs, such

that

A{z}n = {L(a)}n{z}n =



















v0

0
v1

0
·

vb−1

0



















, 0 = 0bs−1−1

(for example, the vector A−1e1 we are looking for), can be represented
as follows

{z}n = {L(â(0))}n{E}n{L(â(1))}n{E}n

· · · {E}n{L(â(s−2))}n{E}n{L(â(s−1))}n{v}n

= {L(â(0))}n{E}n, n
b
{L(â(1))}n

b
{E}n

b
, n

b2
(5)

· · · {E}b3,b2{L(â(s−2))}b2{E}b2,b{L(â(s−1))}b{v}b,

where {M}j,k ({M}k) denotes the j × k (k × k) upper left submatrix
of M . The latter formula allows to compute {z}n efficiently.

Let us resume and count the operations required to implement the
Gb algorithm. In the following, n is equal to bs and 0 denotes 0b−1.
In the first part, for k = 1, . . . , s one has to compute, by performing
ϕn/bk−1 arithmetic operations, the vectors {â(k−1)}n/bk−1 and {a(k)}n/bk ,
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i.e. scalars â
(k−1)
i and a

(k)
i such that















1

a
(k−1)
1 1

a
(k−1)
2 a

(k−1)
1 1

· · · ·
a

(k−1)
n

bk−1
−1 · a

(k−1)
2 a

(k−1)
1 1





























1

â
(k−1)
1

â
(k−1)
2

·
â

(k−1)
n

bk−1
−1















=























1
0

a
(k)
1

0
·

a
(k)
n

bk
−1

0























,

k = 1, . . . , s (for k = s only the â
(k−1)
i needs to be computed). Note

that, once {â(k−1)}n/bk−1 is available, the vector {a(k)}n/bk can be com-

puted by a n/bk−1 × n/bk−1 ltT by vector product.3

In the second part, when applying (5), one has to compute the b × b
ltT by vector product {L(â(s−1))}b{v}b (which requires no operation if
v0 = 1, vi = 0, i ≥ 1), and bj × bj ltT by vector products of type

{L(â(s−j))}bj



















1
0
•1

0
·

•bj−1−1

0



















, j = 2, . . . , s − 1, s (•k ∈ C).

Now, we already know that the number of arithmetic operations
required by a bj × bj ltT matrix by vector product is bounded by cbjb

j.
Assume moreover that

(*) the number of arithmetic operations required to compute {â(s−j)}bj

is bounded by ĉbjb
j for some constant ĉb (j = s, . . . , 2, 1).

Then the number ϕbj is bounded by (ĉb + cb)jb
j, j = s, . . . , 2, 1, and

we can conclude that the total cost of the Gb algorithm is smaller than
(ĉb + 2cb)

∑s
j=1 jbj = O(sbs) = O(n logb n). In particular, if v0 = 1,

vi = 0, i ≥ 1, such amount of operations yields the first column of A−1,
and therefore the Gb algorithm yields a two-phase ltT linear system
solver Gb of complexity O(n logb n) (see (i),(ii) in the Introduction).

In the next subsection 2.4 we will see that the assumption (*) is
satisfied for b = 2, 3, and, by Proposition 2.3, for any larger value of b;
it is enough to choose a larger constant ĉb. For example, for b = 2 it is
immediate to see that a vector â such that L(a)â = Ea(1) is available

3 Such product can be in fact replaced with a number b of n/bk × n/bk ltT by
vector products. This assertion, whose proof is left to the reader, is true for any
k = 1, . . . , s − 1.
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with no computations. To this aim it is sufficient to observe that
(6)

L(a)
(

e1+

+∞
∑

i=1

(−1)iaiei+1

)

= e1+

+∞
∑

i=1

δ
i=0 mod 2

(

2ai+

i−1
∑

j=1

(−1)jajai−j

)

ei+1.

Thus ĉ2 = 0.

2.4. Observations on the algorithm’s core. Given the vector a ∈
CN, the problem of the computation of â ∈ CN such that L(a)â = Ea(1),
for some a(1) ∈ CN can also be seen as a polynomial arithmetic problem.
In fact, due to Lemma 2.1, the identity L(a)â = Ea(1) is equivalent to
the equality L(a)L(â) = L(Ea(1)), i.e.

(

+∞
∑

k=0

akZ
k )(

+∞
∑

k=0

âkZ
k ) =

+∞
∑

k=0

a
(1)
k Zbk.

Therefore the polynomial arithmetic problem can be stated as follows.

Given a(z) =
∑+∞

k=0 akz
k, find a power series â(z) =

∑+∞
k=0 âkz

k such
that

(7) â(z)a(z) = a
(1)
0 + a

(1)
1 zb + a

(1)
2 z2b + . . . =: a(1)(zb)

for some coefficients a
(1)
i .

It is possible to describe explicitly a power series â(z) that realizes
such transformation (7), in fact the following result holds

Proposition 2.3 Let t is a b-th principal root of the unity, i.e. t ∈ C,
tb = 1, ti 6= 1 for 0 < i < b. Then â(z) = a(zt)a(zt2) · · ·a(ztb−1)
satisfies the identity (7). Moreover, if the coefficients of a are real,
then the coefficients of â are real.

Proof. Observe that a power series p(z) =
∑+∞

k=0 akz
k is equal to q(zb)

for some power series q (i.e. p is a power series in zb) if and only
if p(tz) = p(z). In fact, assume that p(z) = q(zb). Then p(tz) =
q((tz)b) = q(tbzb) = q(zb) = p(z), thus p(tz) = p(z). Viceversa, if
p(tz) = p(z), then

+∞
∑

k=0

akz
k =

+∞
∑

k=0

ak(tz)k,

but this equality implies ak = 0 for all k, tk 6= 1, i.e. for all k which
are not divisible by b. In other words, p is a power series in zb (there
exists q s.t. p(z) = q(zb)).

As a consequence of this result, the required equality â(z)a(z) =
a(1)(zb) holds for some power series a(1) if and only if â(tz)a(tz) =
â(z)a(z). Now the thesis follows because the latter identity is obviously
verified when â(z) = a(zt)a(zt2) · · ·a(ztb−1). �
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Let us consider some corollaries of Proposition 2.3. For b = 2 we
have â(z) = a(−z), that is we regain the result (6). It is clear that

a(−z)a(z) = a
(1)
0 +a

(1)
1 z2 +a

(1)
2 z4 + . . . (compare with the Graeffe root-

squaring method [16], [13], [21], [1]). In this case the coefficients of â
are available with no computations, we only need to compute the new

coefficients a
(1)
i . Thus (*) is true with ĉ2 = 0.

For b = 3 we have â(z) = a(zt)a(zt2), t = ei
2π
3 . By Proposition 2.3

the equalities a(z)a(zt)a(zt2) = a
(1)
0 + a

(1)
1 z3 + a

(1)
2 z6 + . . . and

(8) L(â)L(a) = L(Ea(1)), E =























1
0
0
0 1
0 0
0 0
0 0 1
· · · ·























,

hold for some vector a(1), and the coefficients of â(z) = a(zt)a(zt2) are
real, provided that the coefficients of a are real. This time, the coeffi-
cients of â are not easily readable from the coefficients of a. In order
to represent and calculate the coefficients of â, observe that the poly-
nomial equality â(z) = a(zt)a(zt2) is equivalent to the matrix identity
L(â) = L(p)L(q), where p and q are the vectors of the coefficients of
the power series a(zt) and a(zt2), respectively. Therefore we obtain the
formula

(9) â = L(p)q, pi = ait
i, qi = ait

2i,

which, taking into account that t = ei
2π
3 , becomes

(10) â = L(p̂)p̂ + L(q̂)q̂,

p̂i =

{

ai i = 3j
−1

2
ai i 6= 3j

, q̂i =







0 i = 3j

−
√

3ai/2 i = 3j + 1√
3ai/2 i = 3j + 2

, j = 0, 1, 2, . . .

Note that (10) shows that the âi are real if the ai are real. So, by
(9), a vector â satisfying (8) is computable by one ltT matrix-vector
product, and therefore (choose b = 3 in (2), (3)) the first 3j entries of
such vector can be obtained with c3j3

j arithmetic operations, i.e. (*)
is true with ĉ3 = c3.

Thus, if A is a 3s × 3s ltT matrix, then the first column of A−1 (or,
equivalently, the solution of any system Ax = f) can be computed by
the G3 algorithm with O(s3s) arithmetic operations. Just set b = 3
in Part I and II of the Gb algorithm (see the previous section and, for
more details, [9]). Note that, in the G3 algorithm, the ltT matrix A is
transformed into the identity by s steps, each consisting in nullifying
2/3 of the remaining non null diagonals. It follows that G3 must be
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preferred to any other Gb algorithm (and, in particular, to G2) in solving
the Ramanujan ltT system (1), where the coefficient matrix has two
null diagonals which alternate the non null ones. In fact, G3 continues
in the most natural way the work done to obtain (1) from a full ltT
system.

Finally, in the general case where E in equality L(a)â = Ea(1) inserts
b− 1 zeros between two consecutive components of a(1), one can easily
prove that the first bj entries of â can be obtained in no more than
(b − 2)cbjb

j arithmetic operations, i.e. (*) is true with ĉb = (b − 2)cb.
The proof of this fact is left to the reader.

Remark. There are infinite possible choices of â for which (8) holds for
some vector a(1). Looking for the simplest one, i.e. for those âi which

are such that (L(a)â)i = 0, i = 2, 3, 5, 6, 8, 9, . . ., and, in the same time,

have the simplest expression in terms of the ai, we have obtained the
following formula for such “optimal” âi:
(11)

âopt
i = −

b i−1

2
c

∑

r=0

arai−r+δ
i=0 mod 2

a2
i
2

+3

{

∑0
s≥ 3−i

6

a i−3

2
+3sa i+3

2
−3s i odd

∑0
s≥ 6−i

6

a i−6

2
+3sa i+6

2
−3s i even

.

Now, our optimal âopt
i turn out to be equal to the âi obtained by setting

b = 3 in Proposition 2.3, i.e. to the âi defined by (9)-(10). Thus the
statement of Proposition 2.3 may be completed with the assertion – not
yet proved for any n – that the power series â(z) proposed as solution
of problem (7) is “optimal”.
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subject of a communication held at the meeting “Due Giorni di Alge-
bra Lineare Numerica 2012” (Genova, 16–17 Febbraio 2012; speaker:
Carmine Di Fiore). See www.dima.unige.it/∼dibenede/2gg/home.html.
The Gb algorithm and its possible application in the computation of
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and 2014 [9]. We are also indebted to Carlo Pagano and Alessandro
Spadoni for their useful comments on this paper.
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