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To the victims of the NATO aggression against Yugoslavia.

March 24th, 1999: NATO starts bombing the Federal Republic of Yugoslavia,
aiming at its civil and productive structures and killing thousands of people.

May 8th, 1999: NATO missiles hit the Chinese Embassy in Belgrade, destroying
it and killing 3 people.

I want to dedicate this paper to the Yugoslav students, whose right to life and
culture is threatened, and to the Chinese students, who raised their voice against
this criminal war.
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§3.3. The imaginary root vectors Ẽmδ
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0. INTRODUCTION.

The aim of this paper is to give an exponential multiplicative formula for the
R-matrix of the general affine quantum algebra Uq. The problem of describing R
has been attacked from different viewpoints, and different kinds of formulas for R
have already been given explicitly in many (general) cases.

For the finite type algebras, Rosso gave in [30] the first exponential multiplicative
formula (for sln): this result was generalized in [22], where the strategy of partial
R-matrices (that is the study of the connections between the coproduct and the
braid group action) was introduced and developed, and the general (finite) case
solved.

This exponential approach, mainly based on the description of R via the Killing
form (see [31]), has been extended to A(1)

1 in [24], and to the general non twisted
affine case in [6].

Other descriptions of R in the affine case (both non twisted and twisted) are also
known, by means of different techniques. Of particular relevance is the application
of the theory of vertex algebras, which turns out to be a powerful instrument
for studying the representations of the affine quantum algebras; in particular it is
important to mention the works of Khoroshkin-Tolstoy (see [20] and [19]) which
(together with [24]) are the first to face the study of R for the affine algebras, and
those of Delius-Gould-Zhang ([8]) and Gandenberger-MacKay-Watts ([12]), where
the R-matrix was constructed in the twisted case.

The purpose of the present paper is to complete the “exponential picture” by
including the twisted affine case in this description.

To this aim a quite precise analysis of the twisted affine quantum algebras is
needed: since the PBW-bases (bases of type Poincaré-Birkhoff-Witt), and the pos-
sibility to make computations on them, are a fundamental tool for working in Uq
(and in particular for the construction of R), the most important step in this di-
rection is producing a PBW-basis and stating its main properties by generalizing
the well-known results in the finite and non twisted affine case.

While approaching this question, one easily finds out that in many key points the
structure of the behaviour of the twisted affine quantum algebras is not so different
(up to some minor adjustments involving no conceptual difficulty and requiring
just some care in the notations; notations which are fixed in section 1) from what
is already known in the non twisted case: the definition of the root vectors does
not present any difference from the non twisted case (it only happens that the root
system with multiplicities is slightly more complicated to describe), and the proof
of most of the commutation formulas lies on a property of the root system (∗: if α
and δ + rα are roots, then r = ±1) which is almost always true; when this is the
case the contribution of this paper is just that of remarking the analogies and giving
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references for the proofs. Thus, section 2, where copies of Uq(A(1)
1 ) are embedded

in the affine quantum algebra, has been written following [1] (to which it refers
heavily). The same can be said about paragraphs §5.1 and §5.3 (which are mainly
based on [1]) and about section 6 (where the results previously found are gathered
together to exhibit a PBW-basis). Similarly, the first two paragraphs of section
7 (§7.1 and §7.2, with the exception of lemma 7.2.3), show and use the validity
for the twisted case of the results of [6] (hence those of [22] for what concerns the
real root vectors) where the coproduct and the Killing form on the root vectors are
computed.

But there is a case (A(2)
2n ) when δ − 2α1 is a root, so that the property above

denoted by ∗ is no more true. This situation must be dealt with more carefully,
what is done in section 3 (where the case of A(2)

2 is discussed in details) and in
section 4, where Uq(A(2)

2 ) is embedded in Uq(A(2)
2n ): A(2)

2 plays here the same role
that A1 plays in the general frame (to each vertex there is attached a copy of
Uq(A1) = Uq(sl2)) and A(1)

1 in the generic affine picture (to “almost each” vertex of
the associated finite diagram there is attached a copy of Uq(A(1)

1 )). The existence of
a copy of Uq(A(2)

2 ) in Uq(A(2)
2n ) was already proved in [4] by means of the language

of vertex operators and through the Drinfeld realization of Uq (see [17] and [16]);
here we give a different, direct proof, which has the advantage to provide a precise
description of the commutation relations that we need.

Finally, paragraphs §5.2 (this in particular requires a deeper understanding of
the twisted root systems and Weyl groups), §7.4 and §7.5 are devoted to the com-
putations which, after establishing the general frame, are needed in order to make
explicit the description of R, whose final formula is given in paragraphs §7.3 and
§7.6.

I would like to thank Professors Chen Yu, Hu Naihong, Lin Zongzhu, Wang
Jianpan and the other organizers of the International Conference on Representation
Theory, held in Shanghai (China) in June/July 1998, for giving me the opportunity
to participate in this meeting which has been for me of big interest, and for offering
the possibility to publish a contribution on the Conference Proceedings.

Unfortunately last spring, during the work of drawing up of the paper, the
country where I live (Italy) participated in the war against the Federal Republic of
Yugoslavia, which has brutally involved also the People’s Republic of China: the
decision of the NATO countries to isolate the scientific community of Yugosalvia is
just one - yet hateful - of the “collateral effects” of this aggression. Being deeply
concerned by the evident and arrogant injustice of this politics, I want to express,
as a mathematician, my opposition to this choice, together with my solidariety to
all those who are fighting every day to make the science survive, even in these hard
times, for the present and future generations.

1. GENERAL SETTING: DEFINITIONS AND PRELIMINARIES.

§1.1. Affine Kac-Moody algebras.

In this paragraph we recall some basic generalities; for the proofs and for a
deeper and more detailed investigation we refer to [18], where these notions have
been introduced and studied.

Let g be a Kac-Moody algebra of finite type. Then an automorphism of the
Dynkin diagram of g of order k induces an automorphism of g of the same order (it
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is well known and immediate to see that k =1, 2 or 3). This automorphism, whose
eigenvalues are of course of the form e

2πir
k with 0 ≤ r < k, is diagonalizable, that is

g =
⊕

r∈Z/kZ g(r), g(r) being the eigenspace relative to e
2πir
k . It is straightforward

to prove that this decomposition of g as a direct sum is a Z/kZ-grading, that is
[g(r), g(s)] ⊆ g(r+s) ∀r, s ∈ Z/kZ; in particular g(0) is a Lie subalgebra of g (indeed
a Kac-Moody algebra of finite type) and g(r) is a g(0)-module.

This remark allows to give a natural structure of Lie algebra to⊕
r∈Z

g([r]) ⊗ Ctr;

it is easy to construct a non trivial central extension(⊕
r∈Z

g([r]) ⊗ Ctr
)
⊕ Cc

of this algebra via the (non degenerate) Killing form on g and a natural structure
of Lie algebra on

ĝ(k) =̇.

(⊕
r∈Z

g([r]) ⊗ Ctr
)
⊕ Cc⊕ C∂,

where ad∂ = t d
dt

.
It was proved by Kac (see [18]) that ĝ(k) is a Kac-Moody algebra of affine type

depending just on g and k and not on the chosen Dynkin diagram automorphism
(remark that ĝ(1) is the non twisted affine Kac-Moody algebra associated to g; in
case that k > 1 the algebra ĝ(k) is said to be twisted, that is relative to a non trivial
automorphism of the Dynkin diagram); moreover all the affine Kac-Moody algebras
are isomorphic to ĝ(k) for some finite Kac-Moody algebra g and some k ∈ {1, 2, 3}.

We also have that the Dynkin diagram Γ of ĝ(k) is an extension of the Dynkin
diagram Γ0 of g(0) (which is called the finite diagram - or algebra - associated to
the affine one) by adding an extra vertex, which will be denoted by 0; remark that
if k = 1 then g(0) = g.

§1.2. Some notations, structures and general properties.
Let us fix an affine Kac-Moody algebra ĝ(k). We shall now introduce some

notations.
First of all let us denote by ñ the number of vertices of the Dynkin diagram of

g; this means that g is of type Xñ for some X ∈ {A,B,C,D,E, F,G}, and in this
case we say that ĝ(k) is of type X(k)

ñ . We denote by n the cardinality of I0, where
I0 is the set of vertices of Γ0 (it means that the cardinality of I, the set of vertices
of Γ, is n+ 1) and note that n = ñ⇔ k = 1. In particular it is possible to identify
I with the set {0, 1, ..., n} and I0 with {1, ..., n} (so that I = I0 ∪ {0}). One such
identification will be fixed in the next paragraph.

Furthermore, A = (aij)ij∈I will denote the Cartan matrix of ĝ(k) and A0 will
be (aij)ij∈I0 (the Cartan matrix of g(0)). Remember that (I, A) determines ĝ(k)

completely; remark also that (I, A) can be extended to (I∞, A∞) where I∞ =̇. I ∪
{∞} and A∞ = (aij)ij∈I∞ with ai∞ = a∞i =̇. δi0 ∀i ∈ I∞.

We have the following structures associated to (I, A):
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1.2.A Root lattice.
The root lattice Q and the extended root lattice Q∞ of ĝ(k), and the finite root

lattice Q0 of g(0) are defined respectively by:

Q =̇. ⊕i∈I Zαi, Q∞ =̇. ⊕i∈I∞ Zαi, Q0 =̇. ⊕i∈I0 Zαi.

Of course Q0 ⊆ Q = Q0 ⊕ Zα0 ⊆ Q∞ = Q⊕ Zα∞. We also define Q+ and Q+
0 as

follows:

Q+ =̇.
∑
i∈I

Nαi =

{∑
i∈I

riαi ∈ Q|ri ≥ 0 ∀i ∈ I

}
, Q+

0 =̇. Q0 ∩Q+.

It can be useful to see Q∞, Q and Q0 as lattices in a vector space over R naturally
defined as Q∞,R =̇. R⊗Z Q∞. Set also QR and Q0,R to be the R-subspaces of Q∞,R
generated respectively by Q and Q0.

1.2.B Cartan matrix and symmetric bilinear form.
The Cartan matrix A is symmetrizable, that is there exists a diagonal matrix

D = diag(di|i ∈ I) such that DA is symmetric; the diagonal entries di’s can
be chosen to be coprime positive integers, and this condition determines them
uniquely. Remark that if we put D∞ =̇. diag(di|i ∈ I∞) with d∞ = d0 then D∞A∞
is symmetric.

Hence D∞A∞ induces a symmetric bilinear form (·|·) on Q∞,R (Z-valued on
Q∞) defined by (αi|αj) =̇. diaij . We have that (·|·) is non degenerate but it is not
positive definite, while (·|·)

∣∣
Q0×Q0

is positive definite (that is (·|·) induces a structure

of Euclidean space on Q0,R) and (·|·)
∣∣
Q×Q

is degenerate positive semidefinite: there

exists a (unique) non zero element δ ∈ Q+ such that δ − α0 ∈ Q+
0 and (δ|δ) = 0;

more precisely (δ|α) = 0 ∀α ∈ Q. Remark that Q can be decomposed as a direct
sum also as Q = Q0 ⊕ Zδ, and that of course (α + rδ|β + sδ) = (α|β) ∀α, β ∈ Q
and ∀r, s ∈ Z.

1.2.C Weight lattices.
(·|·) induces an identification of Hom(Q0,Z) with a subgroup P̌ of Q0,R. P̌ is,

by the very definition, the lattice P̌ = ⊕i∈I0Zω̌i where the ω̌i’s, called fundamental
weights, are defined as the elements of Q0,R characterized by the property that
(ω̌i|αj) =̇. δij ∀j ∈ I0. Q0 is obviously a sublattice of P̌ , and it is worth introducing
another important sublattice P of P̌ as P =̇. ⊕i∈I0 Zωi, where ∀i ∈ I0 ωi =̇. diω̌i; it
is to be noticed that Q0 ⊆ P ⊆ P̌ . The elements of P̌ are called weights and the
elements of

P̌+ =̇.

{∑
i∈I0

riω̌i ∈ P̌ |ri ≥ 0 ∀i ∈ I0

}
are called dominant weights; we also denote by P+ the set P+ =̇. P̌+ ∩ P . Remark
that [P̌ : P ] =

∏
i∈I0 di and [P : Q0] = det(A0), what can be easily seen noticing

that ∀i ∈ I0 we have αi =
∑
j∈I0 ajiωj .

It is also important to mention the realization of P̌ as a group of transformations
of Q as follows: define t : P̌ → Hom(Q,Q) by setting tx(α) =̇. α− (x|α)δ. Remark
that t is an injective homomorphism of groups and that ∀x ∈ P̌ tx preserves
(·|·)

∣∣
Q×Q and fixes δ; equivalently we can say that t maps P̌ into Aut(Q(·|·),δ),

where Aut(Q(·|·),δ) is the group of automorphisms of Q preserving (·|·)
∣∣
Q×Q and

fixing δ.
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By abuse of notation we shall usually denote by x also its image tx.
1.2.D Weyl and braid group.
The Weyl group W is the subgroup of Aut(Q(·|·),δ) generated by {si|i ∈ I} where

si(αj) =̇. αj − aijαi. W0, the Weyl group of g(0), is the subgroup of W generated
by {si|i ∈ I0}.
Aut(Γ) is the group of automorphisms of the Dynkin diagram of ĝ(k) (which can

be naturally identified to a subgroup of Aut(Q(·|·),δ): τ(αi) =̇. ατ(i)).
The subgroups of Aut(Q(·|·),δ) introduced above (P̌ , W , W0, Aut(Γ)) have the

following properties:
i) W ∩Aut(Γ) = {id}, and τsiτ

−1 = sτ(i) ∀i ∈ I ∀τ ∈ Aut(Γ); hence

W E 〈W,Aut(Γ)〉 and 〈W,Aut(Γ)〉 = W oAut(Γ);

of course 〈W,G〉 = W oG ∀G ≤ Aut(Γ).
ii) W0 ∩ P̌ = {id} and wxw−1 = w(x) ∀x ∈ P̌ ∀w ∈ W ; hence P̌ E 〈W0, P̌ 〉, so

that 〈W0, P̌ 〉 = P̌ oW0; as above 〈W0, L〉 = LoW0 ∀L ≤ P̌ W0-stable.
iii) W ≤ P̌ oW0; more precisely

W =


Q0̌ oW0 in the non twisted case

P̌ oW0 in case A(2)
2n

Q0 oW0 otherwise.

(Q0 ⊆ Q0̌= ⊕i∈I0Zαǐ⊆ P̌ where αǐ= αi
di

).
iv) Let T =̇. Aut(Γ) ∩ (P̌ oW0); then

W̃ =̇. W o T =

{
P̌ oW0 in the non twisted case and in case A(2)

2n

P oW0 otherwise.

For a precise description of T see [14].
The length function l : W̃ → N is defined by

l(w̃) =̇. min{r ∈ N|∃i1, ..., ir ∈ I, τ ∈ T s.t. w̃ = si1 · ... · sirτ}.

Also, the braid group B̃ is the group generated by {Tw̃|w̃ ∈ W̃} with relations
Tw̃Tw̃′ = Tw̃w̃′ whenever l(w̃w̃′) = l(w̃) + l(w̃′) (see [29]). Set Ti =̇. Tsi .

1.2.E Root system.
The root system Φ ⊆ Q divides in two components: Φ = Φre ∪ Φim where

Φre =̇. W.{αi|i ∈ I} = W̃ .{αi|i ∈ I} = {α ∈ Φ|(α|α) > 0} = {real roots}

and

Φim =̇. {mδ|m ∈ Z \ {0}} = {α ∈ Φ|(α|α) = 0} = {imaginary roots}.

Φre can be described in terms of Φ0 =̇. W0.{αi|i ∈ I0} (the root system of g(0))
as follows:

Φre =


{mδ + α|α ∈ Φ0,m ∈ Z} in the non twisted case
{mδ + α|α ∈ Φ0,m ∈ Z}∪
∪ {(2m+ 1)δ + 2α|α ∈ Φ0, (α|α) = 2,m ∈ Z} in case A(2)

2n

{mdαδ + α|α ∈ Φ0,m ∈ Z} otherwise,
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where dα =̇.
(α|α)

2 (or equivalently dw̃(αi) = di ∀i ∈ I, w̃ ∈ W̃ ); it is worth remark-
ing that all the subgroups of Aut(Q(·|·),δ) considered in 1.2.C and 1.2.D leave Φ
stable.

The multiplicity of each real root is 1; on the other hand let us define, ∀i ∈ I0,

d̃i =̇.

{
1 in the non twisted case or in case A(2)

2n

di otherwise
and k̃ =̇. max{d̃i|i ∈ I0},

and set Im =̇. {i ∈ I0|d̃i|m}; then the multiplicity of mδ is

#Im =
{
n if k|m
ñ−n
k−1 if k 6 |m,

which can be expressed also by saying that the root system with multiplicities is

Φ̃ =̇. Φre ∪ Φ̃im where Φ̃im =̇. {(mδ, i)|m ∈ Z \ {0}, d̃i|m}

(Denote by p : Φ̃→ Φ the natural map).
Remark that for m 6= 0 we have

(mδ, i) ∈ Φ̃im ⇔ d̃i|m⇔ mδ + αi ∈ Φ⇔ mω̌i ∈ W̃ .

There is also another decomposition of Φ: Φ = Φ+ ∪Φ−, where Φ+ =̇. Φ∩Q+ =
= {positive roots} and Φ− =̇. − Φ+ = {negative roots}. It induces an analogous
decomposition of Φ̃ and of its real and imaginary parts, with obvious notations.

Recall also the relation between the length function and the root system: l(w̃) =
= #Φ+(w̃) where

Φ+(w̃) =̇. {α ∈ Φ+|w̃−1(α) < 0} :

recall that if si1 · ... · sir is a reduced expression then

Φ+(si1 · ... · sir ) = {si1 · ... · sik−1(αik)|1 ≤ k ≤ r}.

Finally, l(w̃w̃′) = l(w̃) + l(w̃′)⇔ Φ+(w̃) ⊆ Φ+(w̃w̃′).

§1.3. Dynkin diagrams and classification.
In the following we list the affine Dynkin diagrams. The labels under the vertices

fix an identification between I and {0, 1, ..., n} such that I0 corresponds to {1, ..., n}.
For each type we also recall the coefficients ri (for i ∈ I0: recall that r0 is always
1) in the expression δ =

∑
i∈I riαi.

X
(k)
ñ=ñ(n) n (Γ, I) (r1, ..., rn)

A
(1)
1 1 ◦

0
====◦

1
(1)

A
(1)
n > 1 ◦

1

�
�

�

−−◦
2
. .

◦
0

.◦
n−1
−−

�
�

�

◦
n

(1, ..., 1)
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B
(1)
n > 2 ◦

1
<====◦

2
−−◦

3
...◦
n−2
−−◦
n−1

∣∣◦0
−−◦

n
(2, ..., 2, 1)

C
(1)
n > 1 ◦

1
====>◦

2
−−◦

3
...◦
n−1
−−◦

n
<====◦

0
(1, 2, ..., 2)

D
(1)
n > 3 ◦

2
−−◦

3

∣∣◦1
−−◦

4
...◦
n−2
−−◦
n−1

∣∣◦0
−−◦

n
(1, 1, 2, ..., 2, 1)

E
(1)
6 6 ◦

2
−−◦

3
−−◦

4

∣∣◦1
∣∣◦0
−−◦

5
−−◦

6
(2, 1, 2, 3, 2, 1)

E
(1)
7 7 ◦

0
−−◦

2
−−◦

3
−−◦

4

∣∣◦1
−−◦

5
−−◦

6
−−◦

7
(2, 2, 3, 4, 3, 2, 1)

E
(1)
8 8 ◦

2
−−◦

3
−−◦

4

∣∣◦1
−−◦

5
−−◦

6
−−◦

7
−−◦

8
−−◦

0
(3, 2, 4, 6, 5, 4, 3, 2)

F
(1)
4 4 ◦

1
−−◦

2
<====◦

3
−−◦

4
−−◦

0
(2, 4, 3, 2)

G
(1)
2 2 ◦

1
<≡≡≡≡◦

2
−−◦

0
(3, 2)

A
(2)
2 1 ◦

1
<=

=
=
=
=
=◦

0
(2)

A
(2)
2n > 1 ◦

1
<====◦

2
−−◦

3
...◦
n−1
−−◦

n
<====◦

0
(2, ..., 2)

A
(2)
2n−1 > 2 ◦

1
====>◦

2
−−◦

3
...◦
n−2
−−◦
n−1

∣∣◦0
−−◦

n
(1, 2, ..., 2)

D
(2)
n+1 > 1 ◦

1
<====◦

2
−−◦

3
...◦
n−1
−−◦

n
====>◦

0
(1, ..., 1)

E
(2)
6 4 ◦

0
−−◦

1
−−◦

2
<====◦

3
−−◦

4
(2, 3, 2, 1)

D
(3)
4 2 ◦

0
−−◦

1
<≡≡≡≡◦

2
(2, 1)
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§1.4. The quantum algebra.

In this paragraph we recall the definition of the quantum group Uq associated to
the affine Kac-Moody algebra ĝ(k) of type X(k)

ñ , and the main structures that Uq
can be endowed with.

Definition 1.4.1.
Let ĝ(k) be the affine Kac-Moody algebra of type X(k)

ñ .
We denote by Uq = Uq(ĝ(k)) = Uq(X(k)

ñ ) the quantum algebra of ĝ(k), that is the
associative C(q)-algebra generated by

{Ei, Fi,K±1
i , D±1 = K±1

∞ |i ∈ I}

with relations:
KλKµ = Kλ+µ ∀λ, µ ∈ Q∞,

KλEi = q(λ|αi)EiKλ ∀λ ∈ Q∞,∀i ∈ I,

KλFi = q−(λ|αi)FiKλ ∀λ ∈ Q∞,∀i ∈ I,

[Ei, Fj ] = δij
Ki −K−1

i

qi − q−1
i

∀i, j ∈ I

1−aij∑
r=0

[
1− aij
r

]
qi

EriEjE
1−aij−r
i = 0 =

1−aij∑
r=0

[
1− aij
r

]
qi

F ri FjF
1−aij−r
i ∀i 6= j ∈ I,

where we set:
i) Kλ =̇.

∏
i∈I∞ K

mi
i if λ =

∑
i∈I∞ miαi ∈ Q∞;

ii) qα =̇. qdα ∀α ∈ Φre, qi =̇. qαi ∀i ∈ I, q(mδ,i) =̇. qi ∀(m, i) ∈ Φ̃im
+ ;

iii) [m]qr =̇.
qrm − q−rm
qr − q−r and [m]qr ! =̇.

∏m
s=1[s]qr ∀m, r ∈ Z;

moreover
[
r
s

]
qm

= [r]qm !
[s]qm ![r−s]qm ! ∀m ∈ Z,∀s ≤ r ∈ N;

iv) for further use let us also define ∀α ∈ Φ̃+, ∀x ∈ Uq

expα(x) =̇.
∑
m≥0

xm

(m)α!
,

where ∀α ∈ Φ̃+,∀m ∈ N we have put

(m)α =̇.


q2m
α − 1
q2
α − 1

if α ∈ Φre
+

m if α ∈ Φ̃im
+

and (m)α! =̇.
m∏
s=1

(s)α.

Remark 1.4.2.
Recall that on Uq we have the following structures:
1) the Q-gradation Uq = ⊕η∈QUq,η determined by the conditions that Ei ∈ Uq,αi

and Fi ∈ Uq,−αi ∀i ∈ I, K±1
i ∈ Uq,0 ∀i ∈ I∞ and Uq,αUq,β ⊆ Uq,α+β ∀α, β ∈ Q;

2) the triangular decomposition: Uq ∼= U−q ⊗ U0
q ⊗ U+

q
∼= U+

q ⊗ U0
q ⊗ U−q , where

U−q , U0
q and U+

q are the subalgebras of Uq generated respectively by {Ei|i ∈ I},
{K±1

i |i ∈ I∞} and {Fi|i ∈ I}; define also U≥0
q =̇. (U+

q ,U0
q ), U≤0

q =̇. (U−q ,U0
q );
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3) the C-anti-linear anti-involution Ω : Uq → Uq defined by

Ω(Ei) =̇. Fi, Ω(Fi) =̇. Ei ∀i ∈ I; Ω(Ki) =̇. K−1
i ∀i ∈ I∞; Ω(q) =̇. q−1;

4) the C(q)-linear anti-involution Ξ : Uq → Uq defined by

Ξ(Ei) =̇. Ei, Ξ(Fi) =̇. Fi ∀i ∈ I; Ξ(Ki) =̇. K−1
i ∀i ∈ I∞;

5) a braid group action commuting with Ω, verifying ΞTi = T−1
i Ξ ∀i ∈ I, and

preserving the gradation (that is Tw(Uq,η) = Uq,w(η)); more precisely

Tw(Ei) ∈ U+
q,w(αi)

if w ∈W and i ∈ I are such that w(αi) ∈ Q+ (i.e. l(wsi) > l(w)),

and

Ti(Ei) = −FiKi ∀i ∈ I, Ti(Ej) =
−aij∑
r=0

(−1)r−aijq−ri E
(−aij−r)
i EjE

(r)
i ∀i 6= j ∈ I

where ∀m ∈ N E
(m)
i =̇.

Emi
[m]qi !

;
6) a Hopf-structure (∆, ε, S), whose coproduct ∆ : Uq → Uq ⊗ Uq is given by

∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei,

∆(Fi) = 1⊗ Fi + Fi ⊗K−1
i ,

∆(Ki) = Ki ⊗Ki;

Let us remark that ∆ ◦Ω = σ ◦ (Ω⊗ Ω) ◦∆ where σ : Uq ⊗ Uq → Uq ⊗ Uq is defined
by σ(x⊗ y) =̇. y ⊗ x;

7) the Killing form, that is the unique bilinear form (·, ·) : U≥0
q ⊗ U≤0

q → C(q)
such that

i) (x, y1y2) = (∆(x), y1 ⊗ y2) ∀x ∈ U≥0
q , ∀y1, y2 ∈ U≤0

q ;
ii) (x1x2, y) = (x2 ⊗ x1,∆(y)) ∀x1, x2 ∈ U≥0

q , ∀y ∈ U≤0
q ;

iii) (·, ·)
∣∣
U≥0
q,η×U

≤0
q,−η̃

= 0 if η 6= η̃;

iv) (Kλ,Kµ) = q−(λ,µ) ∀λ, µ ∈ Q∞;
v) (Ei, Fi) = 1

q−1
i − qi

∀i ∈ I;

(·, ·) has the following important properties:
a) (·, ·)

∣∣
U+
q,η×U−q,−η

is non degenerate ∀η ∈ Q+;

b) (xKλ, y) = (x, y) = (x, yKλ) ∀x ∈ U+
q , ∀y ∈ U−q , ∀λ ∈ Q∞.

2. COPIES OF A
(1)
1 IN X

(k)
ñ .

§2.1. Definition of the root vectors.
In this section we shall shortly recall Beck’s results for non-twisted affine quan-

tum algebras (see [1] and [2]) and prove that his method applies word by word
to the twisted case, that is we can find a copy of Uq(A(1)

1 ) in Uq(X(k)
ñ ) ∀i ∈ I0,

provided that (X(k)
ñ , i) 6= (A(2)

2n , 1).
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To this aim let us first define, ∀i ∈ I0, an element λi ∈ P̌ as follows:

λi =̇. d̃iω̌i

where we recall that d̃i = min{m > 0|mω̌i ∈ W̃} (see 1.2.E).
The next proposition and remark is what one needs in order to define the positive

root vectors.

Proposition 2.1.1
∀m ∈ N we have l((λ1 · ... · λn)m) = m

∑
i∈I0 l(λi).

Proof: See [3].

Remark 2.1.2.

Φre
+ = {mδ − α ∈ Φ+|α ∈ Q+

0 ,m > 0} ∪ {mδ + α ∈ Φ+|α ∈ Q+
0 ,m ∈ N}.

Moreover

{mδ − α ∈ Φ+|α ∈ Q+
0 ,m > 0} =

⋃
m>0

Φ+((λ1 · ... · λn)m),

{mδ + α ∈ Φ+|α ∈ Q+
0 ,m ∈ N} =

⋃
m>0

Φ+((λ1 · ... · λn)−m).

Proof: See [2].
The preceding results suggest to define the following sequence, by means of which

it will be easy to give a suitable definition of the positive real root vectors.

Definition 2.1.3.
Let N =̇. l(λ1 · ... · λn) and define ι : Z→ I0 to be such that{

λ1 · ... · λn = sι1 · ... · sιN τ
ιr+N = τ(ιr) ∀r ∈ Z,

where τ is a suitable element of T (uniquely determined by the above condition);
for further determinations of ι see remark 2.1.5 and notation 4.2.5.

Notice that ι induces functions

Z 3 r 7→ wr ∈W and Z 3 r 7→ βr ∈ Φre
+

by

wr =̇.

{
sι1 · ... · sιr−1 if r ≥ 1
sι0 · ... · sιr+1 if r ≤ 0,

and βr =̇. wr(αιr ).

It is well known (see [2]) that β is a bijection.
Then we arrive at the definition of the root vectors:

Definition 2.1.4.
The positive real root vectors Eα (with α ∈ Φre

+) are defined by

Eα =̇.

{
Twr (Eιr ) if r ≥ 1

T−1

w−1
r

(Eιr ) = ΞTwr (Eιr ) if r ≤ 0.
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Also, positive imaginary root vectors Ẽ(md̃iδ,i)
(with m > 0, i ∈ I0) are defined by

Ẽ(md̃iδ,i)
=̇. − Emd̃iδ−αiEi + q−2

i EiEmd̃iδ−αi .

Similarly, the negative root vectors are defined by

Fα =̇. Ω(Eα) if α ∈ Φre
+ , F̃α =̇. Ω(Ẽα) if α ∈ Φ̃im

+ .

Remark 2.1.5.
It is worth remarking, for later use, that ι can be chosen (and it will be chosen!)

so that ∃N0 = 0 < N1 < ... < Nn = N and ∃τ1, ..., τn ∈ T such that ∀i = 1, ..., n
λi = sιNi−1+1 · ... · sιNi τi (notice that τ1 · ... · τn = τ).

If this is the case then

Emd̃iδ+αi = T−mλi (Ei) ∀m ∈ N,

Emd̃iδ−αi = TmλiT
−1
i (Ei) ∀m > 0,

which depends on the fact that
1) TλjTλi = TλiTλj ∀i, j ∈ I0;
2) Tλj (Ei) = Ei and TλjTi = TiTλj ∀i, j ∈ I0 such that j 6= i.
Proof: See [25] and [6].

Definition 2.1.6.
If i ∈ I0 we define U (i)

q to be the C(qdi)-subalgebra of Uq = Uq(X(k)
ñ ) generated

by {Ei, Ed̃iδ−αi , Fi, Fd̃iδ−αi ,K
±1
i ,K±1

d̃iδ
}.

Obviously U (i)
q is Ω-stable and pointwise fixed by Tλj for j ∈ I0 \ {i}. Moreover

it will become clear that U (i)
q is the smallest C(qdi)-subalgebra of Uq containing

Ei and Ki and stable under T±1
i , T±1

λi
; in particular we shall see that it contains

Emd̃iδ±αi , Fmd̃iδ±αi , Ẽ(md̃iδ,i)
and F̃(md̃iδ,i)

∀m > 0.

§2.2. The homomorphisms ϕi.
We are now ready to state the announced properties of the root vectors just

defined and of the braid group action, which will allow us to construct homomor-
phisms ϕi : Uq(A(1)

1 ) → U (i)
q ⊆ Uq(X(k)

ñ ) for each i ∈ I0, under the only condition
that i 6= 1 if X(k)

ñ = A
(2)
2n , condition that we shall assume in the remaining part

of section 2. These homomorphisms ϕi behave “well” on the root vectors (that
is, they transform root vectors in root vectors, see corollary 2.2.3), and this fact
immediately implies some important consequences: in particular we shall translate
the commutation relations from Uq(A(1)

1 ) to Uq(X(k)
ñ ). We shall also underline the

obstruction that we meet if we try to apply the same argument when X
(k)
ñ = A

(2)
2n

and i = 1: this last situation will be studied in sections 3 and 4.

Lemma 2.2.1
Assume, as required, that X(k)

ñ 6= A
(2)
2n or i 6= 1; then we have:

1) l(λisiλi) = 2l(λi)− 1;
2) (TλiT

−1
i )2 ∈ 〈Tλj |j 6= i〉;

3) [Ed̃iδ−αi , Fi] = 0 and EiEd̃iδ+αi = q−2
i Ed̃iδ+αiEi.
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4) ∀j ∈ I0 \ {i} we have (TλiT
−1
i )2T

d̃iaij

d̃j

λj
∈ 〈Tλr |r ∈ I0 \ {i, j}〉; in particular

TλiT
−1
i (Ej) = T

−
d̃iaij

d̃j

λj
Ti(Ej).

Proof: For the proof see [25] and [1]. Here we want just to point out that all the
statements are based on the fact that there is no root α of the form α = mδ + εαi
such that d̃iδ + αi ≺ α ≺ αi.

Remark that this is no longer true in case A(2)
2n for i = 1: indeed in this case we

have δ+αi ≺ δ+ 2αi ≺ αi. Hence the existence of roots of the form mδ+ 2α with
α ∈ Φ+ ∩ Q0 (which never happens if we are not in case A(2)

2n ) is what makes the
difference between this case and the others.

Since Beck’s construction of the homomorphisms ϕi : Uq(A(1)
1 )→ U (i)

q ⊆ Uq(X(1)
n )

(and their properties) is based on the statements of lemma 2.2.1 the argument used
in [1] applies exactly to the present situation, so that we have:

Proposition 2.2.2
If X(k)

ñ 6= A
(2)
2n or i 6= 1, then there exists a C-algebra homomorphism

ϕi : Uq(A(1)
1 )→ U (i)

q ⊆ Uq(X
(k)
ñ )

verifying the following properties:
1) ϕi(K1) = Ki, ϕi(K1K0) = Kd̃iδ

and ϕi(q) = qi = qdi ;
2) ϕi(E1) = Ei and ϕi(E0) = Ed̃iδ−αi ;
3) ϕiΩ = Ωϕi;
4) ϕiT1 = Tiϕi and ϕiTτ = TλiT

−1
i ϕi, where τ is the non trivial Dynkin diagram

automorphism of A(1)
1 .

Corollary 2.2.3
Suppose again that X(k)

ñ 6= A
(2)
2n or i 6= 1 and let νi be the group homomorphism

νi : Q(A(1)
1 ) → Q(X(k)

ñ ) defined in the obvious way by νi(α1) =̇. αi, νi(δ) =̇. d̃iδ;
furthermore let the injection ν̃i : Φ+(A(1)

1 )→ Φ̃+(X(k)
ñ ) be given by:

ν̃i(α) =̇.

{
νi(α) if α is real
(νi(α), i) if α is imaginary;

Then ϕi has the property that

ϕi(Kα) = Kνi(α) ∀α ∈ Q(A(1)
1 ),

ϕi(Eα) = Eν̃i(α) ∀α ∈ Φ+(A(1)
1 )

and
ϕi(Ẽα) = Ẽν̃i(α) ∀α ∈ Φim

+ (A(1)
1 ),

where the vectors E(md̃iδ,i)
are defined by the relation

1− (qi − q−1
i )

∑
m>0

Ẽ(md̃iδ,i)
um = exp

(
(qi − q−1

i )
∑
m>0

E(md̃iδ,i)
um

)
.
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As an immediate consequence of corollary 2.2.3, we have the following proposi-
tion.

Proposition 2.2.4
Suppose as before that (X(k)

ñ , i) 6= (A(2)
2n , 1); then we have the following relations

in Uq(X(k)
ñ ):

1) [Ẽ(rd̃iδ,i)
, Ẽ(sd̃iδ,i)

] = 0 = [E(rd̃iδ,i)
, E(sd̃iδ,i)

] ∀r, s > 0;
2) Tλj (Ẽ(rd̃iδ,i)

) = Ẽ(rd̃iδ,i)
and Tλj (E(rd̃iδ,i)

) = E(rd̃iδ,i)
∀r > 0, j ∈ I0;

3) [E(rd̃iδ,i)
, F(sd̃iδ,i)

] = δrs
[2r]qi
r

Krd̃iδ
−K−1

rd̃iδ

qi − q−1
i

∀r, s > 0;

4) [E(rd̃iδ,i)
, Esd̃iδ+αi ] = [2r]qi

r E(r+s)d̃iδ+αi
and

[E(rd̃iδ,i)
, E(s+1)d̃iδ−αi ] = − [2r]qi

r E(r+s+1)d̃iδ−αi ∀r > 0, s ≥ 0.

Proof: The claim follows applying ϕi to the analogous relations holding in
Uq(A(1)

1 ) (see [5] and [1]).

3. THE CASE OF A
(2)
2 .

In this section we study the case of sl
(2)
3 = A

(2)
2 (and Uq will indicate Uq(sl(2)

3 )).
In particular we want to understand some important properties of the imaginary
root vectors, their commutation rules, and their behaviour under the action of the
braid group.

§3.1. Real root vectors.

Recall that the Dynkin diagram of A(2)
2 is

A
(2)
2 ◦

〈
=
=
=
=
=
= ◦

1 0

and that we can describe its roots as follows: δ = α0 + 2α1 and

Φre
+ = {mδ + α1, (m+ 1)δ − α1, (2m+ 1)δ ± 2α1|m ∈ N},

Φim
+ = {(m+ 1)δ|m ∈ N};

moreover ω1 = ω̌1 = s0s1: indeed d1 = 1 and

s0s1(α1) = −s0(α1) = −(α1 + α0) = −δ + α1 = ω1(α1).

It follows that the real root vectors are given by:

Emδ+α1 = (T0T1)−m(E1),

E(m+1)δ−α1 = (T0T1)mT0(E1),

E(2m+1)δ+2α1 = (T0T1)−mT−1
1 (E0),

E(2m+1)δ−2α1 = (T0T1)m(E0).



15

We shall now give the following proposition which will semplify many calcula-
tions.

Proposition 3.1.1
∀α ∈ Φre

+ \ {α0} T0Ξ(Eα) = Es0(α).
∀α ∈ Φre

+ \ {α1} ΞT1(Eα) = Es1(α).

Proof: Ξ(Eα) ∈ U+
q,α, hence T0Ξ(Eα) ∈ Uq,s0(α); it is then enough to prove that

T0Ξ(Eα) is a root vector, which is easily seen: T0Ξ(T0T1)−m(E1) = (T0T1)mT0(E1)
and similarly for the other root vectors, so that the first assertion is proved. From
this result and from the fact that (T0Ξ)(ΞT1) = T0T1 the second assertion of the
proposition follows immediately.

We shall now give some simple commutation relations between the real root
vectors.

Lemma 3.1.2
[Eδ−α1 , F1] = −[4]qK1E0 and E1Eδ+α1 − q−2Eδ+α1E1 = q−2[4]qEδ+2α1 .
Proof: The first identity is a straightforward computation, using that

Eδ−α1 = T0(E1) = −E0E1 + q−4E1E0;

the second relation is ΞT1 applied to the first one.
As a first application of lemma 3.1.2 we state the following proposition:

Proposition 3.1.3
{E1, Eδ−α1 , F1, Fδ−α1 ,K

±1
1 ,K±1

0 } is a system of generators of Uq as a C(q)-
algebra.

Proof: Let A be the C(q)-subalgebra of Uq generated by

{E1, Eδ−α1 , F1, Fδ−α1 ,K
±1
1 ,K±1

0 }.

It is then enough to prove that E0, F0 ∈ A. Since A is Ω-stable it is enough to
prove that E0 ∈ A. But E0 = − 1

[4]q
K−1

1 [Eδ−α1 , F1] ∈ A.

Corollary 3.1.4
The least subalgebra of Uq containing U0

q and E1 and stable under the action of
T0T1 and T0Ξ is Uq.

§3.2. The imaginary root vector Ẽδ.
Here we want to study some properties of Ẽδ, where we recall that

Ẽδ = −Eδ−α1E1 + q−2E1Eδ−α1 .

Proposition 3.2.1
T0Ξ(Ẽδ) = Ẽδ.
Proof: The claim follows immediately from the definitions and thanks to propo-

sition 3.1.1.

Proposition 3.2.2
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The following commutation rules hold:

[Ẽδ, E1] = −[3]q!Eδ+α1 , [Ẽδ, F1] = −[3]q!K1Eδ−α1 .

Proof: The proof consists in simple computations using the following ingredi-
ents: Ẽδ = E0E

2
1 − q−3[2]qE1E0E1 + q−6E2

1E0 (by the definition and the fact that
Eδ−α1 = −E0E1 + q−4E1E0),

Eδ+α1 = T−1
1 T−1

0 (E1) = T−1
1 (−E1E0 + q−4E0E1) = −K−1

1 [T−1
1 (E0), F1] =

= −K−1
1

[
4∑
r=0

(−1)rq−rE(r)
1 E0E

(4−r)
1 , F1

]
= −

3∑
r=0

(−1)rq−2rE
(r)
1 E0E

(3−r)
1

and

[Em1 , F1] = [m]q
q1−mK1 − qm−1K−1

1

q − q−1 Em−1
1 .

Proposition 3.2.3
ΞT1(Ẽδ) = Ẽδ (hence T0T1(Ẽδ) = Ẽδ, thanks to proposition 3.2.1).
Proof: Since ΞT1(E1) = −K−1

1 F1 we have that

ΞT1(Ẽδ) = K−1
1 F1Eδ+α1 − q−2Eδ+α1K

−1
1 F1 = −K−1

1 [Eδ+α1 , F1] =

=
1

[3]q!
K−1

1 [[Ẽδ, E1], F1] = − 1
[3]q!

K−1
1 [E1, [[Ẽδ, F1]] = K−1

1 [E1,K1Eδ−α1 ] = Ẽδ.

Corollary 3.2.4
Applying a power of T0T1 to proposition 3.2.2 we get that ∀m ∈ N the following

commutation relations hold:

[Ẽδ, Emδ+α1 ] = −[3]q!E(m+1)δ+α1 , [Ẽδ, E(m+1)δ−α1 ] = [3]q!E(m+2)δ−α1 .

We conclude this paragraph with the commutation rules between Ẽδ and the
simple root vectors E0 and F0.

Lemma 3.2.5
[Ẽδ, F0] = −(q2 − 1)[3]qE2

1K
−1
0 and [Ẽδ, E0] = −(q2 − 1)[3]qE2

δ−α1
.

Proof: The first relation is found by straightforward calculations; the second
relation is found by applying T0Ξ to the first one.

§3.3. The imaginary root vectors Ẽmδ.
Here we generalize to the vectors Ẽmδ = −Emδ−α1E1 + q−2E1Emδ−α1 what we

know for Ẽδ.
We start by proving the equivalence between some commutation rules among

the imaginary root vectors and their behaviour under the action of T0T1.
This is completely similar to what happens in the case of A(1)

1 .
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Lemma 3.3.1
∀m > 0 the following implications hold:

[Ẽδ, Ẽmδ] = 0⇔ T0T1(Ẽ(m+1)δ) = Ẽ(m+1)δ

and

T0T1(Ẽ(m+1)δ) = Ẽ(m+1)δ ⇔ T0Ξ(Ẽ(m+1)δ) = Ẽ(m+1)δ = ΞT1(Ẽ(m+1)δ).

Proof: See [5].
The following proposition is a fundamental tool in the study of the imaginary

root vectors.

Proposition 3.3.2
Let Pm be the following statement:
i)m T0T1(Ẽmδ) = Ẽmδ = T0Ξ(Ẽmδ) = ΞT1(Ẽmδ);
ii)m E0E(m−1)δ+α1 − q−4E(m−1)δ+α1E0 =

=
1

[4]q

(
(q4 − q2 − q−2)Eδ−α1Ẽ(m−1)δ + (q2 + q−2 − q−4)Ẽ(m−1)δEδ−α1+

+q2E2δ−α1Ẽ(m−2)δ − q−2Ẽ(m−2)δE2δ−α1

)
;

iii)m [Ẽmδ, E1] = (q4 − q−2)Ẽ(m−1)δEδ+α1 + (q2 − q−4)Eδ+α1Ẽ(m−1)δ+

+q2Ẽ(m−2)δE2δ+α1 − q−2E2δ+α1Ẽ(m−2)δ;

iv)m [Ẽmδ, Eδ−α1 ] = −(q4 − q−2)E2δ−α1Ẽ(m−1)δ − (q2 − q−4)Ẽ(m−1)δE2δ−α1+

−q2E3δ−α1Ẽ(m−2)δ + q−2Ẽ(m−2)δE3δ−α1 ;

v)m [Ẽrδ, Ẽsδ] = 0 ∀r, s ≤ m.
Then, if we set Ẽ−δ = 0 and Ẽ0δ = − 1

q − q−1 , Pm is true for every m > 0.

Proof: The proof is an induction on m.
If m = 1 remark that: i)1 is proposition 3.2.1 and proposition 3.2.3; ii)1 is the

expression of Eδ−α1 in terms of E0 and E1; iii)1 is proposition 3.2.2; iv)1 is T0Ξ
applied to iii)1; v)1 is obvious.

Let m be bigger than 1. Then:
i)m follows immediately from v)m−1 (which in particular implies [Ẽδ, Ẽ(m−1)δ] =

0) and from lemma 3.3.1.
ii)m is obtained by the following steps, where we shall indicate among the lines

the results that we need to pass from one side to the other of the identities:

E0E(m−1)δ+α1 − q
−4E(m−1)δ+α1E0 =

{corollary 3.2.4}

= − 1
[3]q!

(E0ẼδE(m−2)δ+α1 − E0E(m−2)δ+α1Ẽδ+
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−q−4ẼδE(m−2)δ+α1E0 + q−4E(m−2)δ+α1ẼδE0) =

{lemma 3.2.5}

= − 1
[3]q!

(
[Ẽδ, E0E(m−2)δ+α1 − q

−4E(m−2)δ+α1E0]+

+(q2 − 1)[3]q(E2
δ−α1

E(m−2)δ+α1 − q
−4E(m−2)δ+α1E

2
δ−α1

)
)

=

{i)m−1, ii)m−1 and definition of Ẽ(m−1)δ}

= − 1
[3]q!

( 1
[4]q

[Ẽδ, (q4− q2− q−2)Eδ−α1Ẽ(m−2)δ + (q2 + q−2− q−4)Ẽ(m−2)δEδ−α1+

+q2E2δ−α1Ẽ(m−3)δ − q−2Ẽ(m−3)δE2δ−α1 ]+

−(q2 − 1)[3]qEδ−α1Ẽ(m−1)δ − (1− q−2)[3]qẼ(m−1)δEδ−α1

)
=

{corollary 3.2.4 and v)m−1}

= − 1
[4]q

((q4 − q2 − q−2)E2δ−α1Ẽ(m−2)δ + (q2 + q−2 − q−4)Ẽ(m−2)δE2δ−α1+

+q2E3δ−α1Ẽ(m−3)δ − q−2Ẽ(m−3)δE3δ−α1+

−(q2 − 1)(q2 + q−2)Eδ−α1Ẽ(m−1)δ − (1− q−2)(q2 + q−2)Ẽ(m−1)δEδ−α1) =

{reordering the summands}

=
1

[4]q
((q4 − q2 − q−2)Eδ−α1Ẽ(m−1)δ + (q2 + q−2 − q−4)Ẽ(m−1)δEδ−α1+

+q2E2δ−α1Ẽ(m−2)δ − q−2Ẽ(m−2)δE2δ−α1)+

− 1
[4]q

([Ẽ(m−1)δ, Eδ−α1 ] + (q4 − q−2)E2δ−α1Ẽ(m−2)δ + (q2 − q−4)Ẽ(m−2)δE2δ−α1+

+q2E3δ−α1Ẽ(m−3)δ − q−2Ẽ(m−3)δE3δ−α1) =

{iv)m−1}

=
1

[4]q
((q4 − q2 − q−2)Eδ−α1Ẽ(m−1)δ + (q2 + q−2 − q−4)Ẽ(m−1)δEδ−α1+

+q2E2δ−α1Ẽ(m−2)δ − q−2Ẽ(m−2)δE2δ−α1),

which is the claim.
iii)m is the result of the following computations, where the first identity is true

thanks to i)m:

[Ẽmδ, E1] = [−E(m−1)δ−α1Eδ+α1 + q−2Eδ+α1E(m−1)δ−α1 , E1] =

= −E(m−1)δ−α1Eδ+α1E1 + q−2Eδ+α1E(m−1)δ−α1E1+
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+E1E(m−1)δ−α1Eδ+α1 − q−2E1Eδ+α1E(m−1)δ−α1 =

{lemma 3.1.2 and definition of Ẽ(m−1)δ}

= −q2E(m−1)δ−α1E1Eδ+α1 + [4]qE(m−1)δ−α1Eδ+2α1 + q−4Eδ+α1E1E(m−1)δ−α1+

−q−2Eδ+α1Ẽ(m−1)δ + E1E(m−1)δ−α1Eδ+α1 − q−2E1Eδ+α1E(m−1)δ−α1 =

{definition of Ẽ(m−1)δ and lemma 3.1.2}

= q2Ẽ(m−1)δEδ+α1 − q−2Eδ+α1Ẽ(m−1)δ+

+[4]q(E(m−1)δ−α1Eδ+2α1 − q−4Eδ+2α1E(m−1)δ−α1) =

{ΞT1(ii)m) and i)m−1,m−2}

= q2Ẽ(m−1)δEδ+α1 − q−2Eδ+α1Ẽ(m−1)δ + (q4 − q2 − q−2)Ẽ(m−1)δEδ+α1+

+(q2 + q−2 − q−4)Eδ+α1Ẽ(m−1)δ + q2Ẽ(m−2)δE2δ+α1 − q−2E2δ+α1Ẽ(m−2)δ =

= (q4 − q−2)Ẽ(m−1)δEδ+α1 + (q2 − q−4)Eδ+α1Ẽ(m−1)δ+

+q2Ẽ(m−2)δE2δ+α1 − q−2E2δ+α1Ẽ(m−2)δ,

which is iii)m.
iv)m is found by applying T0Ξ to iii)m.
v)m: we have to prove that [Ẽmδ, Ẽrδ] = 0 ∀r < m. Since [Ẽmδ, Ẽrδ] ∈ U+

q,(m+r)δ

it is enough to prove that it commutes with F0 and F1 (see [27]): in particular,
proving that it belongs to the center of Uq will solve the problem; but the set
of the elements of Uq commuting with [Ẽmδ, Ẽrδ] is a subalgebra of Uq obviously
containing U0

q and stable by the action of T0T1 and T0Ξ (because [Ẽmδ, Ẽrδ] is fixed
by T0T1 and T0Ξ). Hence the problem reduces (see corollary 3.1.4) to show that
[[Ẽmδ, Ẽrδ], E1] = 0, that is [Ẽmδ, [Ẽrδ, E1]] = [Ẽrδ, [Ẽmδ, E1]]: this will be done by
induction on r:
r = 1: proposition 3.2.2, i)m, (T0T1)s(iii)m) and v)m−1 imply that

[Ẽmδ, [Ẽδ, E1]] = −[3]q![Ẽmδ, Eδ+α1 ] =

= −[3]q!
(
(q2 − 1)[3]qẼ(m−1)δE2δ+α1 + (1− q−2)[3]qE2δ+α1Ẽ(m−1)δ+

+q2Ẽ(m−2)δE3δ+α1 − q−2E3δ+α1Ẽ(m−2)δ

)
=

= [Ẽδ, (q2 − 1)[3]qẼ(m−1)δEδ+α1 + (1− q−2)[3]qEδ+α1Ẽ(m−1)δ+

+q2Ẽ(m−2)δE2δ+α1 − q−2E2δ+α1Ẽ(m−2)δ] =

= [Ẽδ, [Ẽmδ, E1]],

so that [Ẽmδ, Ẽδ] = 0.
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r > 1: notice that if we put x1 =̇. q4 − q−2, y1 =̇. q2 − q−4, x2 =̇. q2, y2 =̇. − q−2,
we have that ∀u ≤ m, ∀v ∈ N (applying (T0T1)−v to iii)u)

[Ẽuδ, Evδ+α1 ] =
2∑
s=1

(xsẼ(u−s)δE(v+s)δ+α1 + ysE(v+s)δ+α1Ẽ(u−s)δ);

hence, using the inductive hypothesis and v)m−1, we get that

[Ẽmδ, [Ẽrδ, E1]] =

[
Ẽmδ,

2∑
s=1

(xsẼ(r−s)δEsδ+α1 + ysEsδ+α1Ẽ(r−s)δ)

]
=

=
2∑

s,t=1

(xsxtẼ(r−s)δẼ(m−t)δE(s+t)δ+α1 + xsytẼ(r−s)δE(s+t)δ+α1Ẽ(m−t)δ+

+ysxtẼ(m−t)δE(s+t)δ+α1Ẽ(r−s)δ + ysytE(s+t)δ+α1Ẽ(m−t)δẼ(r−s)δ) =

=

[
Ẽrδ,

2∑
t=1

xtẼ(m−t)δEtδ+α1 + ytEtδ+α1Ẽ(m−t)δ

]
= [Ẽrδ, [Ẽmδ, E1]],

which is the claim.

§3.4. Commutation between positive and negative real root vectors.
The preceding proposition is first of all useful in proving other commutation

relations, now involving the real root vectors.

Lemma 3.4.1
∀r, s ∈ N we have that:

a)r,s [Erδ+α1 , Fsδ+α1 ] =


Krδ+α1 −K−1

rδ+α1

q − q−1 if r = s

−Ksδ+α1Ẽ(r−s)δ if r > s

−F̃(s−r)δK
−1
rδ+α1

if r < s;

b)r,s [E(r+1)δ−α1 , F(s+1)δ−α1 ] =


K(r+1)δ−α1 −K

−1
(r+1)δ−α1

q − q−1 if r = s

K−1
(s+1)δ−α1

Ẽ(r−s)δ if r > s

F̃(s−r)δK(r+1)δ−α1 if r < s.

Proof: a)r,r is proved by applying (T0T1)−r to the identity [E1, F1] = K1 −K−1
1

q − q−1 ;

if r > s a)r,s follows from the identity −E(r−s)δ−α1E1 +q−2E1E(r−s)δ−α1 = Ẽ(r−s)δ
again applying to it (T0T1)−r; if r > s a)r,s is nothing but Ω applied to a)s,r.

As for assertion b), we have that b)r,s = ΞT1(a)r+1,s+1).

§3.5. The imaginary root vectors Emδ.
Recall that the subalgebra of Uq generated by the Ẽmδ’s is a commutative sub-

algebra pointwise fixed by T0T1 and T0Ξ (see proposition 3.3.2). Hence it makes
sense to introduce new imaginary root vectors by the following equation:

Definition 3.5.1.
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Let us define some new elements in the subalgebra of Uq generated by the Ẽmδ’s
by the following identity:

1− (q − q−1)
∑
m>0

Ẽmδu
m = exp

(
(q − q−1)

∑
m>0

Emδu
m

)
.

Remark that of course ∀m > 0 Emδ ∈ U+
q,mδ and Emδ + Ẽmδ belongs to the

subalgebra of Uq generated by {Ẽrδ|r < m}.

Proposition 3.5.2
∀m > 0 we have the following commutation relations:

[Emδ, E1] =
[2m]q
m

(q2m + (−1)m−1 + q−2m)Emδ+α1 .

Proof: The idea of this proof is completely similar to the proof of the analogous
result for A(1)

1 (see [1]).
Let S̃±m, S

±
m : Uq → Uq be the operators of left (+) and right (−) multiplica-

tion respectively by Ẽmδ and Emδ (where we keep on indicating by Ẽ0δ and Ẽ−δ
respectively − 1

q − q−1 and 0) and let us set

S̃±(u) =̇.
∑
m≥0

S̃±mu
m, S±(u) =̇.

∑
m>0

S±mu
m;

moreover let us indicate by T the automorphism (T0T1)−1: remark that ∀m

S̃±mT = T S̃±m and S±mT = TS±m.

Now observe that point iii) of proposition 3.3.2 can be written by saying that ∀m

(S̃+
m − S̃−m)(E1) =

=
(
(q4 − q−2)S̃+

m−1T + (q2 − q−4)S̃−m−1T + q2S̃+
m−2T

2 − q−2S̃−m−2T
2
)
(E1)

or, also, (multiplying by um and summing over m)

S̃+(u)(1 + q−2Tu)(1− q4Tu)(E1) =

= S̃−(u)(1 + q2Tu)(1− q−4Tu)(E1);

multiplying both sides of this identity by −(q − q−1) and considering that

log(−(q − q−1)S̃±(u)) = (q − q−1)S±(u)

we get that
(q − q−1)(S+(u)− S−(u))(E1) =

= (log(1 + q2Tu) + log(1− q−4Tu)− log(1 + q−2Tu)− log(1− q4Tu))(E1),
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that is

[Emδ, E1] =
1

m(q − q−1)
((−1)m−1q2m − q−4m + (−1)mq−2m + q4m)Emδ+α1 =

=
[2m]q
m

(q2m + (−1)m−1 + q−2m)Emδ+α1 .

The last proposition generalizes immediately to the following more general rela-
tions:

Corollary 3.5.3
Let m be bigger than 0; then ∀r ∈ N we have:

a)r [Emδ, Erδ+α1 ] = [2m]q
m (q2m + (−1)m−1 + q−2m)E(m+r)δ+α1 ;

b)r [Emδ, E(r+1)δ−α1 ] = − [2m]q
m (q2m + (−1)m−1 + q−2m)E(m+r+1)δ−α1 ;

c)r [Emδ, Frδ+α1 ] =

=


[2m]q
m (q2m + (−1)m−1 + q−2m)Krδ+α1E(m−r)δ−α1 if r < m

− [2m]q
m (q2m + (−1)m−1 + q−2m)KmδF(r−m)δ+α1 if r ≥ m;

d)r [Emδ, F(r+1)δ−α1 ] =

=

 −
[2m]q
m (q2m + (−1)m−1 + q−2m)E(m−r−1)δ+α1K

−1
(r+1)δ−α1

if r < m

[2m]q
m (q2m + (−1)m−1 + q−2m)K−1

mδF(r−m+1)δ−α1 if r ≥ m.

Proof: a)r is (T0T1)−r applied to proposition 3.5.2; b)r is ΞT1 applied to a)r+1;
c)r is (T0T1)−rΞT1 applied to a)0; finally d)r is ΞT1 applied to c)r+1.

Corollary 3.5.4
The imaginary root vectors form a “Heisenberg” algebra, with commutation

relations given by:

[Erδ, Fsδ] = δr,s
[2r]q
r

(q2r + (−1)r−1 + q−2r)
Krδ −K−1

rδ

q − q−1 .

Proof: The claim is a straightforward consequence of proposition 3.3.2 and
corollary 3.5.3; see also [4].

4. A(2)
2n AND A COPY OF A

(2)
2 .

§4.1. Definition of ϕ1.

The aim of this section is to prove that the particular situation of sl
(2)
3 = A

(2)
2

studied in the preceding section plays, in some cases, the same role as sl
(1)
2 does in

general. More precisely we know that if i is a vertex of the finite Dynkin diagram
associated to an affine algebra ĝ(k), then, provided that ĝ(k) is not of type A(2)

2n or
that i is not 1, there exists a homomorphism of C-algebras ϕi : Uq(sl(1)

2 )→ Uq(ĝ(k))



23

such that ϕi(E1) = Ei, ϕi(E0) = Ed̃iδ−αi , ϕi(q) = qi and Ωϕi = ϕiΩ; moreover ϕi
is such that Tiϕi = ϕiT1 and Tλiϕi = ϕiTω̌1(= ϕiT0Tτ ) (that is T1 corresponds to
Ti, Tτ = T0TτT

−1
1 to TλiT

−1
i and T0 = T0T

2
τ to T 2

λi
T−1
i ) (see proposition 2.2.2).

Here we want to study the remaining cases, namely the situation where ĝ(k) is
of type A(2)

2n and i = 1: in this case we construct a homomorphism of C-algebras
ϕ1 : Uq(sl(2)

3 ) → U (1)
q ⊆ Uq(ĝ(k)) such that ϕ1(q) = q1(= q) (ϕ1 is indeed a ho-

momorphism of C(q)-algebras), ϕ1(E1) = E1 and Ωϕ1 = ϕ1Ω; moreover ϕ1 is
such that T1ϕ1 = ϕ1T1 and Tω1ϕ1 = ϕ1Tω1(= ϕ1T0T1) (that is T1 corresponds
to T1 and T0 to Tω1T

−1
1 ). Of course now the image of E0 can’t be Eδ−α1 (since

δ−α1 has the same length as α1 while α0 is longer): in this case we will have that
ϕ1(E0) = Eδ−2α1 .

Definition 4.1.1.
Let ϕ1 : Uq(A(2)

2 ) → U (1)
q ⊆ Uq(A(2)

2n ) be the homomorphism of C(q)-algebras
defined on the generators as follows:

ϕ1(E1) =̇. E1, ϕ1(F1) =̇. F1, ϕ1(K±1
1 ) =̇. K±1

1 ,

ϕ1(E0) =̇. Eδ−2α1 , ϕ1(F0) =̇. Fδ−2α1 , ϕ1(K±1
0 ) =̇. K±1

δ−2α1
.

Our program is to prove first of all that ϕ1 is well defined (of course if this is the
case then it commutes with Ω), point to which we devote paragraph 4.3, after §4.2,
whose aim is recalling and describing some (mainly combinatorial) properties of the
root system and Weyl group of type A(2)

2n ; then, in §4.4, we shall study the relations
between the braid group action and ϕ1. These are the main tools which will allow
us to construct a PBW-basis.

§4.2. Root system and Weyl group: some properties.
In this paragraph we shall study the properties of the root system and the Weyl

group of A(2)
2n which will enable us to attack the central problem of this section, that

is the research of a copy of Uq(A(2)
2 ) in Uq(A(2)

2n ). What we need in particular is a
more explicit description of the root vectors (in particular of some root vectors) and
their behaviour under the action of the braid group, goal which can be achieved via
a closer analysis of the Weyl group. More precisely our attention will concentrate
on the study of a reduced expression of ω1 (remark that ω1 = ω̌1, since d1 = 1) and
of some of its properties, what will help us in manipulating the root vectors.

Remark 4.2.1.
l(ω1) = n(n+ 1).
Proof: It is enough to compute the cardinality of Φ+(ω1):

Φ+(ω1) = {α ∈ Φ+|ω−1
1 (α) < 0} =

{
δ − ε

k∑
r=1

αr
∣∣1 ≤ k ≤ n, ε = 1, 2

}
∪

∪

{
εδ − 2

k∑
r=1

αr −
l∑

r=k+1

αr
∣∣1 ≤ k < l ≤ n, ε = 1, 2

}
,

so that

#Φ+(ω1) = 2
(
n+

n(n− 1)
2

)
= n(n+ 1),



24

which is the claim.
The element of the Weyl group which we are now going to introduce will play

an important role in what follows.

Definition 4.2.2.
In the following w will denote the element of W given by:

w =̇. s0snsn−1 · ... · s1.

Lemma 4.2.3
The action of w on Q can be described as follows:

w(αi) =


δ − 2

∑n−1
r=1 αr if i = 0

−δ + α1 + ...+ αn if i = 1
δ − (α2 + ...+ αn) if i = 2
αi−1 if 3 ≤ i ≤ n.

Furthermore ∀k ∈ Z

wk(αi) =



(
1 + 2

[
k
n

])
δ − 2

∑n−k
r=1 αr if i = 0[

−kn
]
δ +

∑n+1−k
r=1 αr if i = 1

αi−k if 2 ≤ i ≤ n and i− k 6= 1

δ − (α2 + ...+ αn) if 2 ≤ i ≤ n and i− k = 1,

where : Z→ {1, ..., n} is the application such that k ≡ k (mod n) ∀k ∈ Z.
Proof: It is clear that if 3 ≤ i ≤ n then

w(αi) = s0sn · ... · s1(αi) = s0sn · ... · si−1(αi) = s0sn · ... · si+1(αi−1) = αi−1;

also, it is straightforward to see that w(α1) = −δ + (a1 + ... + αn), w(α2) =
= δ− (α2 + ...+αn) and w(α0) = α0 + 2αn = δ− 2

∑n−1
r=1 αr, which proves the first

assertion.
Remark that w2(α2) = αn, so that the second assertion immediately follows for

2 ≤ i ≤ n.
The fact that w(α1 + α2) = α1 implies that w(α1 + ... + αr) = α1 + ... + αr−1

∀r > 1, which easily leads to the remaining assertions for i = 0, 1.

Corollary 4.2.4
ω1 = wn and (s0sn · ... · s1)n is a reduced expression of ω1; in particular we have

that Tω1 = Tnw = (T0Tn · ... · T1)n.
Proof: That ω1 = wn follows from the fact that wn(αi) = αi when i ∈ I0 \ {1}

and wn(α1) = −δ+α1 (see lemma 4.2.3). The remaining assertion is an immediate
consequence of lemma 4.2.1.

Notation 4.2.5.
We fix ι so that ιr + r ≡ 1 (mod n+ 1) whenever 1 ≤ r ≤ n(n+ 1) (this can be

done thanks to corollary 4.2.4; see also remark 2.1.5).
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Corollary 4.2.6
wn−1(α0) = δ − 2α1; in particular Eδ−2α1 = Twn−1(E0).
Proof: That wn−1(α0) = δ − 2α1 is a direct consequence of lemma 4.2.3. Since

Twn−1(E0) is a root vector, it must then be Eδ−2α1 .
The lemma that we are now going to propose is devoted to the study of the

reduced expressions of some suitable elements of the Weyl group. Here lies perhaps
the main difference between this case and the general case that has been recalled
in section 2: indeed in that case l(ωisiωi) = 2l(ωi) − 1, and this implied that
(TωiT

−1
i )2 acted as the identity on the subalgebra of Uq generated by {Ei, Eδ−αi}

(see lemma 2.2.1 and remark 2.1.5); this is no more true here. However we can still
say something.

Lemma 4.2.7
l(s0ws1ω1) = l(s0ws1) + l(ω1), so that Ts0ws1wk = Ts0ws1T

k
w ∀k ∈ {0, ..., n};

l(s0ws1ω1) = l(ws1) + l(s1w
−1s0ws1ω1), that is Ts0ws1ω1 = Tws1Ts1w−1s0ws1ω1 ;

moreover s0ws1w
n−1(α0) = α0 and s1w

−1s0ws1ω1s1(α1) = α1.
Proof: The first statement means that Φ+(s0ws1) ⊆ Φ+(s0ws1ω1).
Now (s0ws1)−1(Φ+(s0ws1)) ⊆

∑n
i=2 Zαi which is pointwise fixed by ω1, so that

α ∈ Φ+(s0ws1)⇒ (s0ws1ω1)−1(α) = (s0ws1)−1(α) < 0⇒ α ∈ Φ+(s0ws1ω1).

The second part of the lemma is equivalent to saying that Φ+(ws1) ⊆ Φ+(s0ws1ω1).
Of course

Φ+(ws1) = {s0sn · ... · sr+1(αr)|2 ≤ r ≤ n+ 1} = {α0 +αn + ...+αr|2 ≤ r ≤ n+ 1}

so that, if 2 ≤ r ≤ n+ 1, (s0ws1ω1)−1(α0 + αn + ...+ αr) =

=
{
ω−1

1 (α0 + 2αn + ...+ 2αr+1 + αr + ...+ α2) if r ≤ n
ω−1

1 (α0 + 2αn + ...+ 2α2) if r = n+ 1

=
{ −δ − (αr + ...+ α2 + 2α1) < 0 if r ≤ n
−δ − 2α1 < 0 if r = n+ 1.

Now we have that

s0ws1w
n−1(α0) = s0ws1(δ − 2α1) = s0w(δ + 2α1) = s0(2δ − (w(δ − 2α1))) =

= s0(2δ − ω1(α0)) = s0ω1(δ + 2(α1 + ...+ αn)) = s0(−α0) = α0.

Finally we get that

s1w
−1s0ws1ω1s1(α1) = s1w

−1s0w(δ + α1) =

= s1w
−1(α0 + α1 + ...+ αn) = s1(−α1) = α1,

which concludes the proof.

Corollary 4.2.8
Eδ−2α1 = T−1

s0ws1(E0) and Eδ−α1 = T−1
s0ws1Tws1(E1).

Proof: Straightforward consequence of lemma 4.2.7.
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§4.3. ϕ1 is well defined.
Here we want to prove that ϕ1 is well defined, which means that the relations

between the “canonical” generators of Uq(A(2)
2 ) (that is Ei, Fi, K−1

i for i = 0, 1)
are preserved by ϕ1 (so that ϕ1 : Uq(A(2)

2 ) → Uq(A(2)
2n ) is well defined), and that

Eδ−2α1 ∈ U
(1)
q (so that ϕ1 effectively maps Uq(A(2)

2 ) in U (1)
q ).

For some of these relations this result is immediate as indicated in proposition
4.3.2. The others will require some more work.

Let us recall which are the relations that we are speaking about:

Definition 4.3.1.
Uq(A(2)

2 ) is the C(q)-algebra generated by {Ei, Fi,K±1
i |i = 0, 1} with the follow-

ing relations:

[KK] K1K0 = K0K1;

[KE] K1E1 = q2E1K1, K1E0 = q−4E0K1, K0E1 = q−4E1K0, K0E0 = q8E0K0;

[KF ] K1F1 = q−2F1K1, K1F0 = q4F0K1, K0F1 = q4F1K0, K0F0 = q−8F0K0;

[EF ] [E1, F1] =
K1 −K−1

1

q − q−1 , [E0, F0] =
K0 −K−1

0

q4 − q−4 , [E1, F0] = 0 = [E0, F1];

[EE]
2∑
r=0

(−1)rE(r)
0 E1E

(2−r)
0 = 0 =

5∑
r=0

(−1)rE(r)
1 E0E

(5−r)
1 ;

[FF ]
2∑
r=0

(−1)rF (r)
0 F1F

(2−r)
0 = 0 =

5∑
r=0

(−1)rF (r)
1 F0F

(5−r)
1 .

Proposition 4.3.2
The relations [KK], [KE], [KF] and [EF] are obviously preserved by ϕ1.

Proof: The subalgebra of Uq(A(2)
2n ) generated by {Ei|i 6= 1} (to which Eδ−2α1

belongs) commutes with F1, so that [Eδ−2α1 , F1] = 0 (and of course [E1, Fδ−2α1 ] =
= Ω([Eδ−2α1 , F1]) = 0). The other relations are trivial.

The point is now to prove the remaining relations.

Remark 4.3.3.
Once we have proved the compatibility of relations [EE] with the definition of

ϕ1, it is enough to apply Ω in order to find the same result for [FF]: indeed both the
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left and the right hand sides of [FF] are found by applying Ω to the corresponding
expressions of [EE].

Lemma 4.3.4
In Uq(A(2)

2n ) we have that Eδ−α1Eδ−2α1 = q−4Eδ−2α1Eδ−α1 .

Proof: Since Eδ−2α1 = Twn−1(E0) and Eδ−α1 = Tω1T
−1
1 (E1) = TwnT

−1
1 (E1)

we can apply Levendorskii-Soibelman formula (see [23]): the claim follows from the
fact that (δ − 2α1|δ − α1) = 4, and that the only possibility for a sum of positive
roots of the form mδ − α (with α a positive multiple of a root of the finite system
associated to A(2)

2n ) to be equal to 2δ − 3α1 is that these positive roots are δ − 2α1

and δ − α1.

Lemma 4.3.5
−E0TnTn−1 · ... · T3(E2) + q−4TnTn−1 · ... · T3(E2)E0 = T0TnTn−1 · ... · T3(E2).
Proof: Since TnTn−1 · ... · T3(E2) ∈ U+

q,αn+...+α2
we can write it as

∑
xEny

where x, y ∈ (E2, ..., En−1); in particular x and y commute with E0 and are fixed
points for T0. Then we have

−E0TnTn−1 · ... ·T3(E2)+q−4TnTn−1 · ... ·T3(E2)E0 =
∑

x(−E0En+q−4EnE0)y =

=
∑

xT0(En)y = T0

(∑
xEny

)
= T0TnTn−1 · ... · T3(E2).

Corollary 4.3.6
In Uq(A(2)

2n ) we have that −Eδ−2α1E1 + q−4E1Eδ−2α1 = Eδ−α1 .
Proof: The proof consists of a computation in which lemma 4.3.5 and corollary

4.2.8 play a fundamental role: if n ≥ 2

−Eδ−2α1E1 + q−4E1Eδ−2α1 = −T−1
s0ws1(E0)E1 + q−4E1T

−1
s0ws1(E0) =

= T−1
s0ws1(−E0Ts0ws1(E1) + q−4Ts0ws1(E1)E0) =

= T−1
s0ws1(−E0Ts0ws1s2(−E2E1 +q−2E1E2)+q−4Ts0ws1s2(−E2E1 +q−2E1E2)E0) =

= −T−1
s0ws1((−E0Tn · ... · T3(E2) + q−4Tn · ... · T3(E2)E0)E1+

−q−2E1(−E0Tn · ... · T3(E2) + q−4Tn · ... · T3(E2)E0)) =

= −T−1
s0ws1(T0TnTn−1 · ... · T3(E2)E1 − q−2E1T0TnTn−1 · ... · T3(E2)) =

= T−1
s0ws1T0TnTn−1 · ... · T3(−E2E1 + q−2E1E2) = T−1

s0ws1Tws1(E1) = Eδ−α1 ,

where we have used that [E1, E0] = 0.

Proposition 4.3.7
The following relation holds in Uq(A(2)

2n ):

2∑
r=0

(−1)r
[
2
r

]
q4
Erδ−2α1

E1E
2−r
δ−2α1

= 0.
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Proof: The proof is a simple application of lemma 4.3.4 and corollary 4.3.6.
So we are now left to prove just the last relation [EE]. To this aim we start by

recalling a very simple and basic combinatorial lemma.

Lemma 4.3.8
Let a, b be elements of a C(q)-algebra satisfying the relation

k∑
r=0

(−1)rqpr
[
k

r

]
q

arbak−r = 0

for some natural number k and some integer p. Then a, b also satisfy the relation

k+1∑
r=0

(−1)rq(p+1)r

[
k + 1
r

]
q

arbak+1−r = 0.

Proof: The proof is a straightforward computation based on the identity

q(p+1)r

[
k + 1
r

]
q

= qpr
[
k

r

]
q

+ qk+p+1qp(r−1)

[
k

r − 1

]
q

.

Before going to the point, we study some other simple relations.

Lemma 4.3.9
The following is true in Uq(A(2)

2n ):

[Eδ−2α1 , Fi] = 0 ∀i ∈ {3, 4, ..., n};

T−1
0 (Eδ−2α1) ∈ U+

q ;

[Twn−2(E0), E1] = 0 = [Twn−2(E0), F2].

Proof: The proof consists in some easy remarks:
1) if i ∈ {3, 4..., n} then Ts0ws1(Fi) = TnTn−1 · ... · Ti−1(Fi) = Fi−1, which

commutes with E0, so that

[Eδ−2α1 , Fi] = T−1
s0ws1([E0, Fi−1]) = 0;

2) T−1
0 (Eδ−2α1) = T−1

0 Twn−1(E0) = Ts0wn−1(E0) which is obviously in U+
q ;

3) Twn−2(E0) ∈ (E0, E3, E4, ..., En), so that it commutes with E1 and F2.
The following proposition is what we still need for our goal; it concerns the last

relation [EE], and the proof is adapted from the analogous situation in case A(1)
2

(see [1]).

Proposition 4.3.10
In Uq(A(2)

2n ) the following relation is verified:

5∑
r=0

(−1)rE(r)
1 Eδ−2α1E

(5−r)
1 = 0.
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Proof: Let E =̇.
∑5
r=0(−1)rE(r)

1 Eδ−2α1E
(5−r)
1 ; we want to prove that E = 0.

The strategy to achieve this goal is to prove that T−1
i (E) ∈ U+

q ∀i = 0, ...n (see
[27]). Recall that [E , Fi] = 0 implies T−1

i (E) ∈ U+
q .

Lemma 4.3.9 evidently implies that [E , Fi] = 0 when i = 3, ..., n and T−1
0 (E) ∈ U+

q

(since T−1
0 (E1) ∈ U+

q ).
Moreover, thanks to proposition 4.3.2, [E , F1] =

=
5∑
r=1

(−1)r
q1−rK1 − qr−1K−1

1

q − q−1 E
(r−1)
1 Eδ−2α1E

(5−r)
1 +

+
4∑
r=0

(−1)rE(r)
1 Eδ−2α1

qr−4K1 − q4−rK−1
1

q − q−1 E
(4−r)
1 =

=
4∑
r=0

(−1)r
−q−rK1 + qrK−1

1 + q−rK1 − qrK−1
1

q − q−1 E
(r)
1 Eδ−2α1E

(4−r)
1 = 0.

So now we have just to show that [E , F2] = 0. To this aim we rewrite E (when
n > 1, which is the case we are interested in) noticing that

Eδ−2α1 = Twn−1(E0) = Twn−2T0Tn(E0) = Twn−2T−1
n (E0) =

= Twn−2(E0E
(2)
n − q−2EnE0En + q−4E(2)

n E0) =

= Twn−2(E0)E(2)
2 − q−2E2Twn−2(E0)E2 + q−4E

(2)
2 Twn−2(E0),

so that E is given by the expression

5∑
r=0

(−1)rE(r)
1 (Twn−2(E0)E(2)

2 − q−2E2Twn−2(E0)E2 + q−4E
(2)
2 Twn−2(E0))E(5−r)

1 .

Then we are ready to conclude thanks to the last part of lemma 4.3.9:

[E , F2] =

=
5∑
r=0

(−1)rE(r)
1

(
Twn−2(E0)

q−2K2 − q2K−1
2

q2 − q−2 E2 − q−2K2 −K−1
2

q2 − q−2 Twn−2(E0)E2+

−q−2E2Twn−2(E0)
K2 −K−1

2

q2 − q−2 + q−4 q
−2K2 − q2K−1

2

q2 − q−2 E2Twn−2(E0)
)
E

(5−r)
1 =

= Twn−2(E0)
5∑
r=0

(−1)rXE(r)
1 E2E

(5−r)
1 −

5∑
r=0

(−1)rE(r)
1 E2E

(5−r)
1 Y Twn−2(E0)

where

X =
q2r−2K2 − q2−2rK−1

2 − q2r−6K2 + q2−2rK−1
2

q2 − q−2
= q2r−4K2
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and

Y =
q2r−8K2 − q4−2rK−1

2 − q2r−12K2 + q4−2rK−1
2

q2 − q−2 = q2r−10K2,

so that

[E , F2] = q−4Twn−2(E0)K2

(
5∑
r=0

(−1)rq2rE
(r)
1 E2E

(5−r)
1

)
+

−q−10

(
5∑
r=0

(−1)rq2rE
(r)
1 E2E

(5−r)
1

)
K2Twn−2(E0)

which is zero thanks to lemma 4.3.8 and to the relation, valid in Uq(A(2)
2n ) (if n > 1),

3∑
r=0

(−1)rE(r)
1 E2E

(3−r)
1 = 0.

This completely proves the claim, that is E = 0.

The paragraph can now be closed with the next proposition, which states the
achievement of our goal:

Proposition 4.3.11
ϕ1 is well defined.

Proof: The only thing to prove is that Eδ−2α1 ∈ U
(1)
q . This follows immediately

from proposition 4.3.2 and corollary 4.3.6: indeed by straightforward computations

[Eδ−α1 , F1] = −[4]qK1Eδ−2α1 .

§4.4. Relations between ϕ1 and the braid group action.
The results of paragraph 4.3 are the first step in our attempt to prove that the

relations between the root vectors in Uq(A(2)
2 ) found in section 3 are still valid in

Uq(A(2)
2n ). To conclude this piece of program we need to analyze how the braid

group acts with respect to ϕ1. As we already announced, we want to prove that
T1ϕ1 = ϕ1T1 and Tω1T

−1
1 ϕ1 = ϕ1T0. We start from this second statement.

Proposition 4.4.1
The action of T0 on Uq(A(2)

2 ) corresponds, under ϕ1, to the action of Tω1T
−1
1 ,

that is Tω1T
−1
1 ϕ1 = ϕ1T0.

Proof: Of course it is enough to prove that Tω1T
−1
1 ϕ1 = ϕ1T0 on the generators

of Uq(A(2)
2 ), that is on E1, E0, F1, F0, K1, K0. For the elements of U0

q (A(2)
2 ) the

claim is trivial.
Remark that Tω1T

−1
1 , ϕ1 and T0 all commute with Ω, so that we are reduced to

prove that Tω1T
−1
1 ϕ1(E1) = ϕ1T0(E1) and Tω1T

−1
1 ϕ1(E0) = ϕ1T0(E0); this means

that we want to prove on one hand that

ϕ1(−E0E1 + q−4E1E0) = Eδ−α1
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(which is nothing but corollary 4.3.6), and on the other hand that

−Fδ−2α1Kδ−2α1 = Tω1T
−1
1 (Eδ−2α1),

or equivalently (see corollaries 4.2.4, 4.2.6 and 4.2.8) that−F0K0 = Tws1T
−1
s0ws1(E0);

but of course Tws1T
−1
s0ws1(E0) = T0(E0), which proves the claim.

Remark 4.4.2.
We concentrate now on the question of proving that T1ϕ1 = ϕ1T1, or equivalently

that T−1
1 ϕ1 = ϕ1T

−1
1 . The same considerations as before tell us that this prob-

lem reduces to the question whether T−1
1 ϕ1(E1) = ϕ1T

−1
1 (E1) and T−1

1 ϕ1(E0) =
ϕ1T

−1
1 (E0): notice that the first relation is obviously true while the second one can

be translated into

T−1
1 (Eδ−2α1) =

4∑
r=0

(−1)rq−rE(r)
1 Eδ−2α1E

(4−r)
1 .

To face this problem let us set the following definition:

Definition 4.4.3.
We introduce the elements X0,...,Xn of Uq(A(2)

2n ) as follows:

Xn =̇. E0, Xs−1 =̇. T−1
s (Xs) ∀s = 1, ..., n.

Remark that X1 = Eδ−2α1 (corollary 4.2.8) and X0 = T−1
1 (Eδ−2α1).

Our strategy will divide in two steps:
1) proving that Xs−1 =

∑2
r=0(−1)rq−2rE

(r)
s XsE

(2−r)
s ∀s = 2, ..., n;

2) computing X0 thanks to the description of X1 given in 1): this will be the
claim.

Lemma 4.4.4
Let s be in {2, ..., n − 1} and let X ∈ Uq be an element of Uq(A(2)

2n ) commuting
with Es and fixed by Ts. Then

2∑
r=0

(−1)rq−2rE(r)
s Es+1XEs+1E

(2−r)
s = T−1

s (Es+1XEs+1).

Proof: Using the Serre relation between Es and Es+1 we have that

2∑
r=0

(−1)rq−2rE(r)
s Es+1XEs+1E

(2−r)
s =

= Es+1EsXEs+1Es −
1

q2 + q−2Es+1EsXEsEs+1 − q−2EsEs+1XEs+1Es+

+q−4EsEs+1XEsEs+1 −
q−4

q2 + q−2Es+1EsXEsEs+1 =

= (−Es+1Es + q−2EsEs+1)X(−Es+1Es + q−2EsEs+1) =

= T−1
s (Es+1)XT−1

s (Es+1) = T−1
s (Es+1XEs+1).
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Corollary 4.4.5
Let s and X be as in lemma 4.4.4, and let Y =̇.

∑2
r=0(−1)rq−2rE

(r)
s+1XE

(2−r)
s+1 ;

then
2∑
r=0

(−1)rq−2rE(r)
s Y E(2−r)

s = T−1
s (Y ).

Proof: The claim is an immediate application of lemma 4.4.4.

Corollary 4.4.6
Let s be in {2, ..., n}; then Xs−1 =

∑2
r=0(−1)rq−2rE

(r)
s XsE

(2−r)
s .

In particular Eδ−2α1 =
∑2
r=0(−1)rq−2rE

(r)
2 X2E

(2−r)
2 .

Proof: The statement is proved by induction on s: if s = n the claim is obvious
(it is the definition of T−1

n (E0)).
If 2 ≤ s < n define X by X =̇. Xs+1; then X ∈ (E0, En, ..., Es+2), hence it

commutes with Es and is fixed by Ts. Moreover, by the inductive hypothesis, the
element Y defined in corollary 4.4.5 is nothing but Xs. Hence we have that

Xs−1 = T−1
s (Xs) = T−1

s (Y ) =
2∑
r=0

(−1)rq−2rE(r)
s Y E(2−r)

s =

=
2∑
r=0

(−1)rq−2rE(r)
s XsE

(2−r)
s .

We have thus solved the first step. For the second one let us develop some
computations.

Lemma 4.4.7
Let X be an element of Uq commuting with E1. Then we have the following

identities:
E2XE2E

(4)
1 =

= E2E
(2)
1 XE2E

(2)
1 − [2]q

[3]q
E2E

(2)
1 XE1E2E1 +

1
q2 + q−2E2E

(2)
1 XE

(2)
1 E2;

E1E2XE2E
(3)
1 =

= E1E2E1XE2E
(2)
1 − 1

[2]q
E1E2E1XE1E2E1 +

1
[3]q

E1E2E1XE
(2)
1 E2;

E
(3)
1 E2XE2E1 =

= E
(2)
1 E2XE1E2E1 −

1
[2]q

E1E2E1XE1E2E1 +
1

[3]q
E2E

(2)
1 XE1E2E1;

E
(4)
1 E2XE2 =

= E
(2)
1 E2XE

(2)
1 E2 −

[2]q
[3]q

E1E2E1XE
(2)
1 E2 +

1
q2 + q−2E2E

(2)
1 XE

(2)
1 E2.
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Proof: It is a matter of manipulation of the left hand sides using the relation

3∑
r=0

(−1)rE(r)
1 E2E

(3−r)
1 = 0.

Corollary 4.4.8
Let X be an element of Uq commuting with E1 and fixed by T1. Then

4∑
r=0

(−1)rq−rE(r)
1 E2XE2E

(4−r)
1 = T−1

1 (E2XE2).

Proof: The claim is a consequence of lemma 4.4.7 once that one remarks that

T−1
1 (E2) = E2E

(2)
1 − q−1E1E2E1 + q−2E

(2)
1 E2;

indeed
4∑
r=0

(−1)rq−rE(r)
1 E2XE2E

(4−r)
1 =

= E2E
(2)
1 XE2E

(2)
1 − [2]q

[3]q
E2E

(2)
1 XE1E2E1 +

1
q2 + q−2E2E

(2)
1 XE

(2)
1 E2+

−q−1E1E2E1XE2E
(2)
1 +

q−1

[2]q
E1E2E1XE1E2E1 −

q−1

[3]q
E1E2E1XE

(2)
1 E2+

+q−2E
(2)
1 E2XE2E

(2)
1 +

−q−3E
(2)
1 E2XE1E2E1 +

q−3

[2]q
E1E2E1XE1E2E1 −

q−3

[3]q
E2E

(2)
1 XE1E2E1+

+q−4E
(2)
1 E2XE

(2)
1 E2 −

q−4[2]q
[3]q

E1E2E1XE
(2)
1 E2 +

q−4

q2 + q−2E2E
(2)
1 XE

(2)
1 E2 =

= E2E
(2)
1 XE2E

(2)
1 − q−1E2E

(2)
1 XE1E2E1 + q−2E2E

(2)
1 XE

(2)
1 E2+

−q−1E1E2E1XE2E
(2)
1 + q−2E1E2E1XE1E2E1 − q−3E1E2E1XE

(2)
1 E2+

+q−2E
(2)
1 E2XE2E

(2)
1 − q−3E

(2)
1 E2XE1E2E1 + q−4E

(2)
1 E2XE

(2)
1 E2 =

= (E2E
(2)
1 − q−1E1E2E1 + q−2E

(2)
1 E2)X(E2E

(2)
1 − q−1E1E2E1 + q−2E

(2)
1 E2) =

= T−1
1 (E2XE2).

We can now conclude:

Proposition 4.4.9
ϕ1 commutes with T1.
Proof: As already remarked, we want to prove that

T−1
1 (Eδ−2α1) =

4∑
r=0

(−1)rq−rE(r)
1 Eδ−2α1E

(4−r)
1 ;
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following the notations of definition 4.4.3 and the result of corollary 4.4.6

Eδ−2α1 =
2∑
r=0

(−1)rq−2rE
(r)
2 X2E

(2−r)
2 with [X2, E1] = 0 and T1(X2) = X2;

then corollary 4.4.8 implies the claim.
To sum up, we can state the following proposition, which makes the importance

of the present section explicit: indeed proposition 4.4.10 allows us to read in A
(2)
2n

all the relations found in section 3 for A(2)
2 ; at the same time it allows to define

E(mδ,1) ∀m > 1.

Proposition 4.4.10
Let ν be the group homomorphism ν : Q(A(2)

2 )→ Q(A(2)
(2n)) defined in the obvious

way by ν(α1) =̇. α1, ν(δ) =̇. δ and let the injection ν̃ : Φ+(A(2)
2 ) → Φ̃+(A(2)

(2n)) be
given by:

ν̃(α) =̇.

{
ν(α) if α is real
(ν(α), 1) if α is imaginary;

Then ϕ1 has the property that

ϕ1(Eα) = Eν̃(α) ∀α ∈ Φ+(A(2)
2 ).

Moreover ϕ1(Ẽα) = Ẽν̃(α) ∀α ∈ Φim
+ (A(2)

2 ).

Proof: The claim for Ẽα when α ∈ Φim
+ (A(2)

2 ) follows from the assertion on the
real roots. Then E(mδ,1) ∈ Uq(A

(2)
2n ) can be defined ∀m > 0 (see the analogous

definition, corollary 2.2.3) and the claim for Emδ is also abvious.
For the (real) roots of the form mδ − α1 the claim follows from propositions

4.4.1 and 4.4.9, and from remark 2.1.5; on the other hand, since Eδ−2α1 ∈ U
(1)
q ,

Tω̌i(Eδ−2α1) = Eδ−2α1 ∀i ∈ I0 \ {1}; thus

E(2m+1)δ−2α1 = (Tω̌1 · ... · Tω̌n)mTn−1
w (E0) =

= (Tω̌1 · ... · Tω̌n)m(Eδ−2α1) = Tmω̌1
(Eδ−2α1) = ϕ1(T0T1)m(E0)

and analogously

E(2m+1)δ+2α1 = (Tω̌1 · ... · Tω̌n)−m−1Tn−1
w T0(E0) =

= T−m−1
ω̌1

(−Fδ−2α1Kδ−2α1) = ϕ1(T0T1)−m−1T0(E0),

which concludes the proof.

5. RELATIONS BETWEEN U (i)
q AND U (j)

q (i 6= j).

In this section we shall complete the description of the commutation relations
among the root vectors. The basis for this section is, as for section 2, an application
of Beck’s work (with something more to check in the twisted case: see §5.2); the
argument works also in the case A(2)

2n .
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In particular the aim of this part of the work is to understand the commutation
rules between the vectors from U (i)

q and U (j)
q when i 6= j.

Remark 5.1.
∀i, j ∈ I0 such that aij = 0 we have [U (i)

q ,U (j)
q ] = 0.

Proof: [Ei,Ωr(Ed̃jδ−αj )] = Tλj ([Ei,Ω
rT−1
j (Ej)]) = 0.

Hence we are reduced to the case when aij < 0; recall also that, if this is the
case, then either aij = −1 or aji = −1.

§5.1. First level of commutation.
In this paragraph we sketch Beck’s recursive approach to the problem.

Lemma 5.1.1
Let i 6= j ∈ I0. Then ∀r, s ∈ N the following relations hold:

[Erd̃iδ+αi , Fsd̃jδ+αj ] = 0 and Erd̃iδ+αiE(s+1)d̃jδ−αj = q
aij
i E(s+1)d̃jδ−αjErd̃iδ+αi .

Proof: It is enough to apply T−rλi T
−s
λj

and T−rλi T
s+1
λj

to the relation [Ei, Fj ] = 0.

Lemma 5.1.2
Let i, j ∈ I0 be such that aij = −1 (then d̃i

d̃j
∈ N). If r ≥ 1, we have:

[Ẽ(rd̃iδ,i)
, Ej ] =


−Ed̃iδ+αj if r = 1

T
− d̃i
d̃j

λj
(qiEjẼ((r−1)d̃iδ,i)

− q−1
i Ẽ((r−1)d̃iδ,i)

Ej) if r > 1

and

[Ẽ(rd̃iδ,i)
, Fj ] =


−KjEd̃iδ−αj if r = 1

Kd̃iδ
T

d̃i
d̃j

λj
(q−1
i FjẼ((r−1)d̃iδ,i)

− qiẼ((r−1)d̃iδ,i)
Fj) if r > 1;

similarly, if r ≥ d̃i
d̃j

, we get:

[Ẽ(rd̃jδ,j)
, Ei] =

 [aji]qjEd̃iδ+αi if r = d̃i
d̃j

T−1
λi

(q−ajij EiẼ((rd̃j−d̃i)δ,j) − q
aji
j Ẽ((rd̃j−d̃i)δ,j)Ei) if r > d̃i

d̃j

and

[Ẽ(rd̃jδ,j)
, Fi] =

 [aji]qjKiEd̃iδ−αi if r = d̃i
d̃j

Kd̃iδ
Tλi(q

aji
j FiẼ((rd̃j−d̃i)δ,j)− q

−aji
j Ẽ((rd̃j−d̃i)δ,j)Fi) if r > d̃i

d̃j
.

Proof: The result on which this lemma is based on is that TλiT
−1
i (Ej) =

T

d̃i
d̃j

λj
Ti(Ej) and TλiT

−1
i (Fj) = T

d̃i
d̃j

λj
Ti(Fj) (see [1] and point 4) of lemma 2.2.1):

indeed notice that if aij = −1 then (X(k)
ñ , i) 6= (A(2)

2n , 1). The fact that d̃i
d̃j
∈ N is
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a consequence of the following simple remark: we have either d̃i = 1 ∀i ∈ I0 or
d̃i = di ∀i ∈ I0, so that d̃i

d̃j
is either 1 or di

dj
= aji

aij
= −aji.

§5.2. Some particular computations: low twisted cases.

What happens of [Ẽ(rd̃jδ,j)
, Ei] and [Ẽ(rd̃jδ,j)

, Fi] when 1 ≤ r < d̃i
d̃j

(and i, j ∈ I0
are such that aij = −1) is the matter of the present paragraph; of course this
situation occurs neither for the non twisted algebras, nor for A(2)

2n , since in these
cases we have k̃ = 1. Hence we have now to figure out what happens in cases
A

(2)
2n−1, D(2)

n+1, E(2)
6 and D

(3)
4 (when 1 ≤ r < d̃i

d̃j
).

The aim of this paragraph is to prove that the brackets above are zero.
The problem will be first reduced to compute the commutation of Fj with a

suitable element lying in U+
q ; this simple remark will immediately solve the case

D
(2)
n+1 (see proposition 5.2.2).
In the other cases the question will be further modified in looking for an element

of the Weyl group with “good” properties (see remark 5.2.3 and lemma 5.2.4); the
last part of the paragraph will be devoted to a closer and more detailed investigation
of A(2)

2n−1, D(3)
4 and E

(2)
6 .

Remark 5.2.1.
Let i, j ∈ I0 be such that aij = −1 6= aji and let r be such that 1 ≤ r < d̃i

d̃j

(notice that d̃j = dj = 1, d̃i = di = k > 1 and λj = ωj = ω̌j); we want to prove
that [Ẽ(rδ,j), Ei] = 0 and [Ẽ(rδ,j), Fi] = 0.

Since, by a simple manipulation depending on aij = −1 (which implies that
−EjEi + q−1

i EiEj = T−1
i (Ej)), and on the definition of Ẽ(rδ,i), we see that

[Ẽ(rδ,j), Ei] = −T−1
i T−1

j ([TjTiT rωjT
−1
j (Ej), Fj ]Kj)

and
[Ẽ(rδ,j), Fi] = −qiKαi−αjT

−1
j ([TjTiT rωjT

−1
j (Ej), Fj ]),

the problem reduces to prove that [TjTiT rωjT
−1
j (Ej), Fj ] = 0.

Remark that from l(sjsiωrj ) = l(ωrj )+2 we get TjTiT rωjT
−1
j (Ej) ∈ U+

q,rδ−sj(αi+αj).

Proposition 5.2.2
Let X(k)

ñ = D
(2)
n+1 and let i, j ∈ I0 be such that aij = −1 6= aji (this means that

i = 2, j = 1).
Then we have that [Ẽ(δ,j), Ei] = 0 and [Ẽ(δ,j), Fi] = 0.

Proof: Thanks to remark 5.2.1 we need to show that [T1T2Tω1T
−1
1 (E1), F1] = 0,

where T1T2Tω1T
−1
1 (E1) ∈ U+

q,δ−s1(α1+α2). But, since δ =
∑n
r=0 αr and a12 = −2,

δ − s1(α1 + α2) = δ − (α1 + α2) = α0 +
n∑
r=3

αr,

so that T1T2Tω1T
−1
1 (E1) belongs to the subalgebra of U+

q generated by {Er|r 6= 1},
which immediately implies that it commutes with F1 (since Er does for r 6= 1).

Remark 5.2.3.
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Remark that for an element x ∈ U+
q the property [x, Fj ] = 0 is equivalent to the

condition T±1
j (x) ∈ U+

q (see [27]); since for any i, j ∈ I0 and r > 0 we obviously
have that T−1

j TjTiT
r
ωjT

−1
j (Ej) = TiT

r
ωjT

−1
j (Ej) ∈ U+

q , remark 5.2.1 allows us to
translate the problem of understanding the behaviour of [Ẽ(rδ,j), Ei] and [Ẽ(rδ,j), Fi]
(when 1 ≤ r < d̃i and i, j ∈ I0 are such that aij = −1 6= aji) into the following
question: is T 2

j TiT
r
ωjT

−1
j (Ej) an element of U+

q ?
The strategy that we shall use to prove that the answer is “yes” is to find an

element w of the Weyl group W̃ and an element t ∈ I with the property that
l(sjwst) = l(w) + 2 and that T 2

j TiT
r
ωjT

−1
j (Ej) = Tsjw(Et).

The next lemma illustrates more precisely what we are looking for.

Lemma 5.2.4
Fix i 6= j ∈ I0 and r > 0, and let w ∈ W̃ satisfy the following conditions:
1) l(w−1sjsiω

r
j sj) = l(sjsiωrj sj)− l(w);

2) w−1sjsiω
r
j sj(αj) is a simple root;

3) w−1(αj) > 0.
Then T 2

j TiT
r
ωjT

−1
j (Ej) ∈ U+

q .

Proof: The first hypothesis means that TjTiT rωjT
−1
j = TwTw−1sjsiωrj sj

and the
third means that TjTw = Tsjw.

Then we have: T 2
j TiT

r
ωjT

−1
j (Ej) = TsjwTw−1sjsiωrj sj

(Ej) = Tsjw(Et), where t is
such that w−1sjsiω

r
j sj(αj) = αt; hence the only thing to prove is that sjw(αt) > 0,

which is obvious since sjw(αt) = siω
r
j sj(αj) = rδ − (αi + αj).

The aim of the next lemmas is now to find an element w with the properties
stated in lemma 5.2.4: in order to exhibit such an element we need to understand
something about ωj .

Definition 5.2.5.
Consider the case of A(2)

2n−1. Let τ be the Dynkin diagram automorphism defined
by

τ(t) =̇.


t if 1 ≤ t ≤ n− 1
0 if t = n

n if t = 0

and define elements yr ∈ W̃ (for r = 1, ..., n) as follows: yr =̇. τsnsn−1 · ... · sr.

Lemma 5.2.6
In A

(2)
2n−1 the following assertions hold:

a) if 1 ≤ s ≤ r ≤ n− 1 and r < i ≤ n or i = 0, then

ys+1 · ... · yr(αi) =
{
αi−r+s if i 6= 0

α0 +
∑r−s
t=1 (αn−t + αn−t+1) if i = 0;

b) ∀r = 2, ..., n Φ+(yr) = {τ(αi + ...+ αn)|r ≤ i ≤ n};
c) if 1 ≤ r < i ≤ n we have

y2 · ... · yr(τ(αi + ...+ αn)) = δ − (α1 + 2(α2 + ...+ αi−r) + αi−r+1 + ...+ αn−r+1);

d) if 1 ≤ r < i ≤ n we have

s2ω
−1
2 s1s2y2...yr(τ(αi + ...+ αn)) =
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=


α2 if i− r = 1 = n− r
−δ − (α1 + ...+ αn−r+1) if i− r = 1 < n− r
−(α3 + ...+ αn−r+1) if i− r = 2
−δ − (α1 + 2(α2 + ...+ αi−r) + αi−r+1 + ...+ αn−r+1) if i− r > 2.

Proof: Statement a) is easily proved by induction on r − s.
For b) one immediately shows that y−1

r (τ(αi+...+αn)) = sr ·...·sn(αi+...+αn) <
0 if r ≤ i ≤ n, which means that {τ(αi + ... + αn)|r ≤ i ≤ n} ⊆ Φ+(yr); but
#Φ+(yr) = l(yr) ≤ n− r + 1, which proves the claim.

Assertion c) follows from a) remarking that τ(αi+ ...+αn) = αi+ ...+αn−1 +α0

and y2 · ... · yr(α0) = δ − (α1 + 2(α1 + ...+ αn−r) + αn−r+1).
d) is just s2ω

−1
2 s1s2 applied to c).

Proposition 5.2.7
Let X(k)

ñ = A
(2)
2n−1 and let i, j ∈ I0 be such that aij = −1 6= aji (this means that

i = 1, j = 2).
Then we have:
1) l((y2 · ... · yn−1)−1s2s1ω2s2) = l(s2s1ω2s2)− l(y2 · ... · yn−1);
2) (y2 · ... · yn−1)−1s2s1ω2s2(α2) = α0;
3) (y2 · ... · yn−1)−1(α2) > 0.
In particular T 2

2 T1Tω2T
−1
2 (E2) ∈ U+

q , so that [Ẽ(δ,2), E1] = 0 and [Ẽ(δ,2), F1] = 0.

Proof: To prove 1) it is enough to show that Φ+(yr) ⊆ Φ+((y2·...·yr−1)−1s2s1ω2s2)
∀r = 2, ..., n − 1, and this is a straightforward consequence of points b) and d) of
lemma 5.2.6.

From point a) of lemma 5.2.6 we see also that y2 · ... ·yn−1(α0) = δ− (α1 +α2) =
= s2s1ω2s2(α2), which is 2), and y2 · ... · yn−1(αn) = α2, which implies 3).

Proposition 5.2.8
Consider the case D(3)

4 and let i, j ∈ I0 be such that aij = −1 6= aji: this means
that i = 2 and j = 1. Then [Ẽ(rδ,1), E2] = 0 and [Ẽ(rδ,1), F2] = 0 for r = 1, 2.

Proof: First of all remark that δ = α0 + 2α1 +α2, hence s1s2ω1s1(α1) = α0, so
that lemma 5.2.4 applies with w =id; it follows from remark 5.2.3 that [Ẽ(δ,1), E2] =
0 and [Ẽ(δ,1), F2] = 0.

Consider now the element s0s1s2; then
1) l((s0s1s2)−1s1s2ω

2
1s1) = l(s1s2ω

2
1s1)− 3: indeed

s1ω
−2
1 s2s1(α0), s1ω

−2
1 s2s1(α0 + α1) and s1ω

−2
1 s2s1(3α0 + 3α1 + α2)

are negative roots (they are respectively −δ + α1, −3δ − (α1 + α2) and −3δ − α2);
2) (s0s1s2)−1s1s2ω

2
1s1(α1) = α1 which is a simple root;

3) (s0s1s2)−1(α1) = α0 > 0.
As above, remark 5.2.3 and lemma 5.2.4 apply to the present situation and imply

that [Ẽ(2δ,1), E2] = 0 and [Ẽ(2δ,1), F2] = 0.

Proposition 5.2.9
Consider the case E(2)

6 and let i, j ∈ I0 be such that aij = −1 6= aji: this means
that i = 3, j = 2. Then [Ẽ(δ,2), E3] = 0 and [Ẽ(δ,2), F3] = 0.
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Proof: Consider the element w =̇. s0s1s2s3s4s2s3s2s1s0s2s3s2s1s2s3; then, through
direct computations very similar (even though longer!) to those used for D(3)

4 (see
the proof of proposition 5.2.8, 1), 2), 3)), one sees that:

1) l(w−1s2s3ω2s2) = l(s2s3ω2s2)− l(w);
2) s2s3ω2s2(α2) = w(α2);
3) w−1(α2)(= α0) > 0.
The claim follows.

§5.3. General commutation formulas.
We are now ready to discuss the commutation relations, as announced at the

beginning of this section. Before giving them explicitely, let us introduce some
definitions and notations.

Definition 5.3.1.
In the twisted case different from A

(2)
2n let us define a matrix As = (asij)ij∈I0

(called the simply laced matrix associated to (I, A)) as follows:

asij =̇. max{aij ,−1};

this can be said equivalently by:
asii = 2
asij = 0 if aij = 0
asij = −1 if aij < 0.

Remark that (I0, As) is a Kac-Moody datum of type An.

Define also bij =̇.

{
1 if aij ≥ −1
dj otherwise.

Theorem 5.3.2
Let i, j ∈ I0 and r, s > 0 be such that d̃i|r and d̃j |s; then we have:

(1) [E(rδ,i), E(s−d̃j)δ+αj ] =

{
xijrE(s−d̃j+r)δ+αj if d̃j |r
0 otherwise;

(2) [E(rδ,i), Esδ−αj ] =
{
−xijrE(s+r)δ−αj if d̃j |r
0 otherwise;

(3) [E(rδ,i), F(s−d̃j)δ+αj ] =


xijrK(s−d̃j)δ+αjE(r−s+d̃j)δ−αj if d̃j |r and r ≥ s

−xijrKrδF(s−r−d̃j)δ+αj if d̃j |r and r < s

0 otherwise;

(4) [E(rδ,i), Fsδ−αj ] =


−xijrE(r−s)δ+αjKαj−sδ if d̃j |r and r ≥ s

xijrF(s−r)δ−αjK
−1
rδ if d̃j |r and r < s

0 otherwise;
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(5) [E(rδ,i), E(sδ,j)] = 0;

(6) [E(rδ,i), F(sδ,j)] = δrsxijr
Krδ −K−1

rδ

qj − q−1
j

;

where

xijr =



(o(i)o(j))r [raij ]qi
r in the non twisted case and

in case A(2)
2n with (i, j) 6= (1, 1)

[2r]q
r (q2r + (−1)r−1 + q−2r) in case A(2)

2n with i = j = 1

(o(i)o(j))
r

d̃ibij
d̃ibij [rasij ]q
r[di]q

otherwise

and o : I0 → {±1} is such that aij < 0⇒ o(i)o(j) = −1.
Proof: For i = j, the claim is nothing but proposition 2.2.4 and ϕ1 applied to

3.5.3 and 3.5.4.
For aij = 0, the claim follows from remark 5.1.
For aij < 0, (1) and (2) are found as an application of lemma 5.1.2 and of the

results of paragraph 5.2 by a standard argument: see [1] and proposition 3.5.2;
(3) and (4) are found applying a suitable power of Tλj respectively to (2) and (1);
(5) follows immediately from (1) and (2) while (6) follows from (3) and (4) (using
proposition 2.2.4,2)).

6. A PBW-BASIS.

An important and useful consequence of the commutation relations given in
the preceding section is the construction of a PBW-basis for the general quantum
algebra of affine type. The aim of this section is thus to exhibit such a basis using
a convex ordering of the root system, to recall its principal properties (such as the
Levendorskii-Soibelman formula) and to introduce some notations.

§6.1. A convex ordering.

Definition 6.1.1.
We denote by � the total ordering of Φ̃+ defined by:

∀r, s ∈ Z : βr � βs ⇔


s ≤ r ≤ 0 or
r ≤ 0 < s or
1 ≤ s ≤ r,

∀r ∈ Z,∀α ∈ Φ̃im
+ : βr � α⇔ r ≤ 0,

∀(rδ, i), (sδ, j) ∈ Φ̃im
+ : (rδ, i) � (sδ, j)⇔

{
r > s or
r = s and i ≤ j.

Remark 6.1.2.
� is a convex ordering of Φ̃+ (see [2]).
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Notation 6.1.3.
∀η ∈ Q define P(η) as follows:

P(η) =̇.
{
γ = (γ1, ..., γr) ∈

⋃
r∈N

Φ̃r+|γ1 � ... � γr,
r∑

u=1

p(γu) = η
}

;

define also P to be P =̇.
⋃
η∈Q P(η).

We denote by p̃ :
⋃
r∈N Φ̃r+ → P the natural (reordering) map; moreover ∀α ∈ Φ̃+

µα : P → N (γ 7→ µαγ ) indicates the occurrence of α in γ, that is if γ = (γ1, ..., γr)
then µαγ =̇. #{u = 1, ..., r|γu = α}.

Definition 6.1.4.
By abuse of notation we denote by � also the induced lessicographical ordering

of P: if γ = (γ1, ..., γr) and γ′ = (γ′1, ..., γ
′
s) we set

γ � γ′ ⇔ if l = min{u = 1, ..., r|γu 6= γ′u} then γl ≺ γ′l.

§6.2. PBW-basis and L-S formula.

Notation 6.2.1.
Let x : Φ̃+ → Uq (α 7→ xα) be any function. Then ∀γ = (γ1, ..., γr) ∈ P we set

x(γ) =̇. xγ1 · ... · xγr .
We are now ready to state the main theorem of this section.

Theorem 6.2.2
The set {E(γ)|γ ∈ P} is a C(q)-basis of U+

q ; more precisely ∀η ∈ Q {E(γ)|γ ∈
P(η)} is a C(q)-basis of U+

q,η, while more generally {E(γ)KλF (γ′)|λ ∈ Q, γ, γ′ ∈ P}
is a C(q)-basis of Uq.

Proof: The argument used in [26] applies here word for word.
The following theorem is the Levendorskii-Soibelman formula:

Theorem 6.2.3
1) ∀α, β ∈ Φ̃+, α � β ⇒ EαEβ − q(p(α)|p(β))EβEα =

∑
γ�(β,α) aγE(γ);

2) ∀γ, γ′ ∈ P , γ � γ′ ⇒ E(γ)E(γ′) − qr(γ;γ′)E(γ′)E(γ) =
∑
γ̃�p̃(γ,γ′) aγ̃E(γ̃),

where (γ, γ′) 7→ r(γ; γ′) is the only function compatible with 1).
Proof: See [23] and [1].

§6.3. Some subspaces of U+
q .

In this paragraph we first list some notations and then give a characterization
of some subspaces of U+

q .

Notation 6.3.1.
∀r ∈ Z ∪ {±∞,±∞̃, im} we define a a subset Φ̃+(r) of Φ̃+:

Φ̃+(r) =



{βs|1 ≤ s < r} if r ≥ 1
{βs|0 ≥ s > r} if r ≤ 0

Φ̃im
+ if r = im⋃
s>0 Φ̃+(±s) if r = ±∞

Φ̃im
+ ∪ Φ̃+(±∞) if r = ±∞̃;
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moreover we define U+
q (r) and U≥0

q (r) by:

U+
q (r) =̇. spanC(q){E(γ)|γ = (γ1, ..., γs) ∈ P, γu ∈ Φ̃+(r) ∀u = 1, ..., s},

U≥0
q (r) =̇. U0

qU+
q (r).

In order to describe U+
q (r) we need the following lemma.

Lemma 6.3.2
∀α ∈ Φ̃im

+ we have that

T−1
wr (Eα) ∈ U+

q ∀r ≥ 1, Tw−1
r

(Eα) ∈ U+
q ∀r ≤ 0.

Proof: Following [2], we have to prove that ∀j ∈ I0 if λj = τjsj1 · ... · sjd then
Tjr · ... · Tjd(Eα) ∈ U+

q ∀r = 1, ..., d; let α = (md̃iδ, i) with i ∈ I0, m > 0.

If i 6= j the claim is obvious; if i = j and (X(k)
ñ , i) 6= (A(2)

2n , 1), see [2].
Finally we need to study the case when (X(k)

ñ , i, j) = (A(2)
2n , 1, 1): first of all

remark that jd = 1 and that ∀m > 0

ϕ1Ξ(Emδ−α1) = ϕ1Ξ(T0T1)mT−1
1 (E1) = ϕ1(T−1

0 T−1
1 )mT1(E1) =

= ϕ1T1(T0T1)−m(E1) = T1T
−m
ω1

(E1)

which belongs to U+
q ; then

T1(E(mδ,1)) = ϕ1T1(Emδ) = ϕ1Ξ(Emδ) =

= −E1T1T
−m
ω1

(E1) + q−2T1T
−m
ω1

(E1)E1 ∈ U+
q .

The claim now follows remarking that l(sj1 · ... · sjd−1s1) = d, that m > 0 and that
Tjr · ... · Tjd−1T1T

−1
ω1

= (Tj1 · ... · Tjr−1)−1.

Proposition 6.3.3
∀r ∈ Z ∪ {±∞,±∞̃, im} U+

q (r) is a subalgebra of U+
q .

Moreover

U+
q (±∞) = {x ∈ U+

q |∃m > 0 s.t. T∓1

w±1
±m

(x) ∈ U≤0
q } =

= {x ∈ U+
q |T∓1

w±1
±m

(x) ∈ U≤0
q ∀m >> 0},

U+
q (±∞̃) = {x ∈ U+

q |T±1

w∓1
∓m

(x) ∈ U+
q ∀m > 0},

U+
q (im) = U+

q (∞̃) ∩ U+
q (−∞̃) = {x ∈ U+

q |Tλi(x) = x ∀i ∈ I0}.

Proof: The first assertion follows from L-S formula and from the convexity of
�; for the second it is enough to apply lemma 6.3.2 (see [2] and [6]), while the third
follows immediately from the preceding ones, remarking that Tλi(Eα) = Eα ∀i ∈ I0
∀α ∈ Φ̃im

+ .

7. THE R-MATRIX.



43

Here it will be shown, applying to the present situation the strategy and the
results used for the non twisted quantum algebras (see [24] and [6]), how it is
possible to exhibit an explicit multiplicative formula for the R-matrix (denoted by
R) in the twisted case.

Hence most of this section will be devoted to follow the fundamental steps which
lead to the description of the R-matrix for the non twisted quantum algebras, to
recall the main properties used to establish them, and to remark how, thanks to
the results developed in the preceding parts of this paper, the same properties (and
consequently the same results) are still valid in this more general setting: we shall
refer to [22] and [6] for the proofs. Also, some minor differences occurring in the
twisted case (mainly in case A(2)

2n ) will be discussed, and the computations needed
to complete the argument performed.

§7.1. General strategy for the construction of the R-matrix.
First of all we recall a very general result connecting the R-matrix to the Killing

form (see [31]).

Theorem 7.1.1
Let Cη ∈ U+

q,η⊗U−q,−η (with η ∈ Q+) be the canonical element of (·, ·)
∣∣
U+
q,η×U−q,−η

.

Then

R =
( ∑
η∈Q+

Cη

)
q−t∞ ,

where q−t∞ is the diagonal operator on V ⊗ Ṽ (V and Ṽ Uq-modules) which acts
as q−(η|η̃) on Vη ⊗ Ṽη̃.

Then we recall the behaviour of the real root vectors with respect to the coprod-
uct and to the Killing form.

Proposition 7.1.2

If α = βr ∈ Φre
+ then ∆(Eα)− (Eα⊗ 1 +Kα⊗Eα) ∈

{ U≥0
q (r)⊗ U+

q if r ≥ 1

U≥0
q ⊗ U+

q (r) if r ≤ 0.
Moreover let γ = (γ1, ..., γr), γ′ = (γ′1, ..., γ

′
s) ∈ P be such that γu, γ′v ∈ Φ̃+(∞)

∀u, v or γu, γ′v ∈ Φ̃+(−∞) ∀u, v; then

(E(γ), F (γ′)) = δγ,γ′
∏
α∈Φ̃+

(µαγ )α!

(q−1
α − qα)µ

α
γ
.

Proof: The proof given in [22] and [6] depends only on the action of the braid
group on Uq and on its connection with the coproduct ∆ (that is on the construction
of “partial R-matrices” and on their properties), hence it applies word for word to
the present situation.

Before going to the next proposition we shall introduce a notation and give a
simple lemma.

Notation 7.1.3.
We denote by detrX

(k)
ñ the determinant of the matrix(r[di]q

d̃i[r]q
xijr

)
ij∈Ir

=
r

[r]q
diag

(
[di]q
d̃i

∣∣∣∣i ∈ Ir)(xijr)ij∈Ir
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for the quantum algebra of type X(k)
ñ .

Lemma 7.1.4
∀r > 0 we have detrX

(k)
ñ 6= 0 (equivalently det(xijr)ij∈Ir 6= 0).

More precisely

detrX(1)
n =



[n+ 1]qr in case A(1)
n

[2]n−1
qr [2]qr(2n−1) in case B(1)

n

[2]qr [2]qr(n+1) in case C(1)
n

[2]qr [2]qr(n−1) in case D(1)
n

[3]qr [2]q6r

[2]q2r
in cases E(1)

6 and G
(1)
2

[2]qr [2]q9r

[2]q3r
in case E(1)

7

[2]qr [2]q7r − [3]qr =
[2]qr [2]q15r

[2]q3r [2]q5r
in case E(1)

8

[2]2qr [2]q9r

[2]q3r
in case F (1)

4

[2]nqr [2n+ 1]qr in case A(2)
2n if 2 6 |r

[2]n−1
qr [2]qr(2n+1) in case A(2)

2n if 2|r
[ ñ−nk−1 + 1]qr if k̃ 6 |r

[2]qrn in cases A(2)
2n−1 and D

(2)
n+1 if 2|r

[2]q6r

[2]q2r
in case E(2)

6 if 2|r
[2]q3r

[2]qr
in case D(3)

4 if 3|r.

Proof: The proof consists in simple computations: in the non twisted case we
have that detrX

(k)
ñ = det([diaij ]qr )ij∈I0 : see [7] and [6]; the result when k̃ 6 |r

follows from the remark that detrX
(k)
ñ = det([asij ]qr )ij∈Ir (and from the result for

A
(1)
n ). The remaining assertions follow considering that

detrA
(2)
2n = (q2r + (−1)r−1 + q−2r)[2]nqrdet2rA

(1)
n−1 − [2]nqrdet2rA

(1)
n−2,

1 < k|r, X(k)
ñ = A

(2)
2n−1, D

(k)
ñ ⇒ detrX

(k)
ñ = [2]qrdetrA

(1)
n−1 − kdetrA

(1)
n−2,

detrE
(2)
6 = [2]qrdetrD

(2)
3 − detrA

(1)
2 .

Proposition 7.1.5
1) Let α ∈ Φ̃im

+ ; then ∆(Eα)− (Eα ⊗ 1 +Kp(α) ⊗ Eα) ∈ U≥0
q (∞)⊗ U+

q (−∞);
2) Let α ∈ Φ̃+ and γ ∈ P be such that (Eα, F (γ)) 6= 0 or (E(γ), Fα) 6= 0; then

γ = (β) with p(α) = p(β).
3) Let {Ēα|α ∈ Φ̃+} be elements of U+

q satisfying the following requirements:
i) Ēα = Eα ∀α ∈ Φre

+ ;
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ii) ∀r > 0 {Ē(rδ,i)|i ∈ Ir} and {E(rδ,i)|i ∈ Ir} are bases of the same C(q)-vector
subspace of Uq;

iii) (Ē(rδ,i), F̄(rδ,j)) = 0 if i 6= j (where F̄α =̇. Ω(Ēα));
then ∀γ, γ′ ∈ P we have that

(Ē(γ), F̄ (γ′)) = δγ,γ′
∏
α∈Φre

+

(µαγ )α!

(q−1
α − qα)µ

α
γ

∏
α∈Φ̃im

+

µαγ !(Ēα, F̄α)µ
α
γ .

Proof: For the proof see [6]. Indeed the argument used in the non twisted case
is based on the following properties, which are still valid in the twisted case:

a) Tλ1·...·λn(Eβr ) = Eβr+N if r > 0 or r ≤ −N and Tλ1·...·λn(Eα) = Eα if α ∈ Φ̃im
+ ;

more precisely see proposition 6.3.3;
b) the matrix (xijr)ij∈Ir is non degenerate (see lemma 7.1.4);
c) ≺ is a convex ordering of Φ̃+.

Corollary 7.1.6
Let Ēα, F̄α (α ∈ Φ̃+) be as in proposition 7.1.5; then

R =
( ∏
α∈Φ̃+

expα
( Ēα ⊗ F̄α

(Ēα, F̄α)

))
q−t∞ =

( ∏
α∈Φ̃+

expα
(q−1

α − qα
cα

Ēα ⊗ F̄α
))

q−t∞

where cα = (q−1
α − qα)(Ēα, F̄α) =

{ 1 if α ∈ Φre
+

(q−1
α − qα)(Ēα, F̄α) if α ∈ Φ̃im

+ .

Proof: See [22] and [6].

Remark 7.1.7.
Remark that ∀r > 0∏

i∈Ir
exp(rδ,i)

Ē(rδ,i) ⊗ F̄(rδ,i)

(Ē(rδ,i), F̄(rδ,i))
= exp

(∑
i∈Ir

Ē(rδ,i) ⊗ F̄(rδ,i)

(Ē(rδ,i), F̄(rδ,i))

)
.

Hence corollary 7.1.6 can be rewritten as

R=
∏
m≤0

expβm((q−1
βm
−qβm)Eβm⊗Fβm)·

∏
r>0

expC̃r·
∏
m≥1

expβm((q−1
βm
−qβm)Eβm⊗Fβm)q−t∞

where C̃r =
∑
i∈Ir

Ē(rδ,i) ⊗ F̄(rδ,i)

(Ē(rδ,i), F̄(rδ,i))
is the canonical element of the restriction of (·, ·)

to
spanC(q){E(rδ,i)|i ∈ Ir} × spanC(q){F(rδ,i)|i ∈ Ir},

and both the first and the third products in the right hand side are performed in
decreasing order.

§7.2. The Killing form on the imaginary root vectors.
We have seen how to reduce the explicit description of R to the construction of

C̃m or equivalently to the construction of elements Ēα with the properties described
in proposition 7.1.5, and to the computation of (Ēα, F̄α) for α ∈ Φ̃im

+ . Of course for
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both approaches the problem is that of understanding (·, ·). Thus we start from the
computation of (E(rδ,i), F(rδ,j)), following the path indicated in [6] and remarking
that in case A(2)

2n it has to be slightly modified: the problem arises, here too (see
lemma 2.2.1), from the fact that in this case δ − 2α1 is a root.

Definition 7.2.1.
Let i ∈ I0; we shall denote by πi the natural projection πi : Uq ⊗ U≥0

q →
Uq ⊗ C(q)Ei (with respect to the Q-gradation).

If r > 0 and i, j ∈ Ir we define cijr by the following property:

πj(∆(E(rδ,i))) = cijr Erδ−αjKj ⊗ Ej

(cijr is well defined since πj(∆(E(rδ,i))) is indeed a multiple of Erδ−αjKj ⊗ Ej : see
[6], using proposition 7.1.5, 1) and the convexity of ≺).

Lemma 7.2.2
Let r > 0 and i, j ∈ Ir; then (E(rδ,i), F(rδ,j)) = −q2

j
cijr

(q−1
j
−qj)2

.

Proof: The proof is based on proposition 7.1.5, 2), on 1.4.2, 7,i), and on propo-
sition 7.1.2 (see [6]).

Lemma 7.2.3
Let r > 0 and i, j ∈ Ir; then cijr = q−2

j (qj − q−1
j )xijr.

Proof: The proof consists in showing that cijr = cjj1
xjj1

xijr and in computing cjj1
xjj1

.

For cijr = cjj1
xjj1

xijr see [6].

For cjj1
xjj1

= q−2
j (qj − q−1

j ) see [6], when we are not in the case A(2)
2n with j = 1.

So it remains to study c11
1 just in case A(2)

2n : remark that π1(∆(Eδ−2α1)) = 0
(because δ − 3α1 6∈ Φ̃); then, using corollary 4.3.6, we have that

π1(∆(Eδ−α1)) = −Eδ−2α1K1⊗E1+q−4K1Eδ−2α1⊗E1 = −(1−q−8)Eδ−2α1K1⊗E1;

it follows that

π1(∆(E(δ,1))) = π1(∆(Eδ−α1))(E1 ⊗ 1)− q−2(E1 ⊗ 1)π1(∆(Eδ−α1))+

+Eδ−α1K1 ⊗ E1 − q−2K1Eδ−α1 ⊗ E1 = (q2 + 1− q−4 − q−6)Eδ−α1K1 ⊗ E1,

which means that c11
1 = q2 + 1− q−4 − q−6 = q−2

1 (q1 − q−1
1 )x111.

Corollary 7.2.4
Let r > 0 and let x (respectively y) belong to the linear span of {E(rδ,i)|i ∈ Ir}

(respectively {F(rδ,i)|i ∈ Ir}).
Then [x, y] = −(x, y)(Krδ −K−1

rδ ) and (Ω(y),Ω(x)) = −Ω((x, y)).
Proof: The claim follows from lemmas 7.2.2 and 7.2.3, from theorem 5.3.2, from

the bilinearity of (·, ·) and [·, ·] and from the fact that Ω is an antiautomorphism.

§7.3. A “canonical” form for the R-matrix.
Remark 7.1.7 reduces the problem of describing R to that of finding C̃r ∀r > 0.

The goal of the present paragraph, which can be achieved thanks to the results of
§7.2, is to describe C̃r in terms of {E(rδ,i), F(rδ,i)|i ∈ Ir}.
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The following is a simple lemma of linear algebra.

Lemma 7.3.1

Let r > 0 and let C̃r =
∑
i,j∈Ir y

r
ijE(rδ,i) ⊗ F(rδ,j). Then if yr =̇. (yrij)ij∈Ir and

Hr =̇. (E(rδ,i), F(rδ,j))ij∈Ir we have yr = (tHr)−1.

Proposition 7.3.2

In the notation of lemma 7.3.1, if we put

zrij =
(o(i)o(j))

r
k′r d̃i[r]q

r[di]q[dj ]q(q−1 − q)
yrij with k′r =̇.

{
k if k|r, X = D,E

1 otherwise,

we can describe zrij as follows: of course zrij d̃j = zrjid̃i (because Hr is symmetric);
if i ≤ j then

A(1)
n zrij =

[i]qr [n− j + 1]qr
[n+ 1]qr

B(1)
n zrij =


[n−j+1]q2r

[2]
qr(2n−1)

if i = 1

[2]
qr(2i−3) [n−j+1]q2r

[2]qr [2]
qr(2n−1)

otherwise

C(1)
n zrij =



[n]qr

[2]qr [2]
qr(n+1)

if i = j = 1

[n−j+1]qr

[2]
qr(n+1)

if j > 1 = i

[2]qri [n−j+1]qr

[2]
qr(n+1)

otherwise

D(1)
n zrij =



[n]qr

[2]qr [2]
qr(n−1)

if i = j ≤ 2

[n−2]qr

[2]qr [2]
qr(n−1)

if i = 1, j = 2

[n−j+1]qr

[2]
qr(n−1)

if i ≤ 2 < j

[2]
qr(i−2) [n−j+1]qr

[2]
qr(n−1)

otherwise
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E(1)
n detrE(1)

n zrij =



[n]qr if i = j = 1
[j − 1]qr [n− 3]qr if i = 1 < j ≤ 3
[2]qr [2]qr(n−2) if i = j = 2
[i− 1]qr [n− 1]qr if 2 ≤ i ≤ 3 = j

[3]qr [n− j + 1]qr if i = 1, j > 3
[2]qr [i− 1]qr [n− j + 1]qr if 2 ≤ i ≤ 4 ≤ j
[5]qr [n− j + 1]qr if i = 5
[2]qr [2]q4r [n− j + 1]qr if i = 6
[3]qr [2]q6r [n−j+1]qr

[2]q2r
if i = 7

[2]qr [2]q9r

[2]q3r
if i = j = 8

F
(1)
4 zrij =



[2]q3r [2]q5r

[2]q9r
if i = j = 1

[2]q3r [i]qr [5−j]q2r
[2]q9r

if i ≤ 2 ≤ j
[2]q3r [3]qr [5−j]q2r

[2]q9r [2]qr
if i = 3

[2]q3r [2]q4r

[2]q9r [2]qr
if i = j = 4

G
(1)
2 (zrij)ij∈I0 =

[2]q2r
[2]q6r [3]qr

(
[6]qr [3]qr
[3]qr [2]qr

)

A
(2)
2n zrij =


[2i−1]qr [n−j+1]q2r

[2]qr [2n+1]qr
if 2 6 |r

[2]
qr(2i−1) [n−j+1]q2r

[2]qr [2]
qr(2n+1)

if 2|r

A
(2)
2n−1 zrij =



[i−1]qr [n−j+1]qr

[n]qr
if k 6 |r

[n]qr

[2]qrn
if k|r, i = j = 1

(−1)
r
2 2[n−j+1]qr

[2]qrn
if k|r, i = 1 < j

[2]
qr(i−1) [n−j+1]qr

[2]qrn
otherwise

D
(2)
n+1 zrij =


1

[2]qr
if k 6 |r

[n−j+1]qr

[2]qrn
if k|r, i = 1

[2]
qr(i−1) [n−j+1]qr

[2]qrn
otherwise

E
(2)
6 zrij =



[i]qr [3−j]qr
[3]qr

if k 6 |r
[2]q2r [2]q3r

[2]q6r
if k|r, i = j ∈ {1, 4}

(−1)
r
2 [2]q2r [5−j]qr

[2]q6r
if k|r, i = 1 < j

[2]q2r [i]qr [5−j]qr
[2]q6r

otherwise

D
(3)
4 zrij =


1

[2]qr
if k 6 |r

[2]qr [i]qr [3−j]qr
[2]q3r

if k|r

.
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Proof: Thanks to lemma 7.3.1, the proof consists in the simple exercise of
inverting the matrix (xijr)ij∈Ir .

Theorem 7.3.3
With the notations of proposition 7.3.2, we have that Rqt∞ =

=
∏
r≤0

expβr(q
−1
βr
−qβr)Eβr⊗Fβr

∏
r>0

exp(
∑
ij∈Ir

yrijE(rδ,i)⊗F(rδ,j))
∏
r>0

expβr(q
−1
βr
−qβr)Eβr⊗Fβr .

Proof: The claim is an immediate consequence of remark 7.1.7, of lemma 7.3.1
and of proposition 7.3.2.

§7.4. Linear triangular transformation: the Ēα’s.
It can be useful to determine explicitly the expression of R in the form given in

corollary 7.1.6, that is to describe R in terms of “dual” bases. To this aim we shall
look for elements Ēα with α ∈ Φ̃+ satisfying the requirements of proposition 7.1.5.

Lemma 7.4.1
For r > 0 let Ē(rδ,i) (i ∈ Ir) be elements of U+

q,rδ such that:
1) ∀i ∈ Ir Ē(rδ,i) is a linear combination of {E(rδ,j)|j ∈ Ir, j ≥ i};
2) ∀i < j ∈ Ir (Ē(rδ,i), F(rδ,j)) = 0.
Then, if F̄(rδ,i) =̇. Ω(Ē(rδ,i)), we have that (Ē(rδ,i), F̄(rδ,j)) = 0 ∀i 6= j ∈ Ir.
Proof: The assertion is clear for i < j once that one notices that F̄(rδ,j) lies in

the linear span of {F(rδ,l)|l ∈ Ir, l ≥ j}; for i > j, it follows from corollary 7.2.4.

Remark 7.4.2.
Lemma 7.4.1 allows us to reduce the construction of Ē(rδ,i) to the solution of the

following system of linear equations:

(∗)r,i
∑
l≥i

A
(r)
il xljr = 0 for j ∈ Ir with i < j

under the condition A
(r)
ii 6= 0, where Ē(rδ,i) =

∑
l≥iA

(r)
il E(rδ,l).

Notice that in the non twisted case

xljr = (o(l)o(j))r
[ralj ]ql
r

= (o(l)o(j))r
[r]q[dlalj ]qr

r[dl]q

so that (∗)r,i can be written as

(∗)(1)
r,i

∑
l≥i

A
(r)
il o(l)

r

[dl]q
[dlalj ]qr = 0 for j ∈ I0 with i < j.

This system has been solved in [7], and those solutions will be used here in order
to simplify the computations in the general case.

Proposition 7.4.3
Consider the non twisted case (k = 1) and let r > 0, i ∈ I0.
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A solution of (∗)(1)
r,i is given by:

A
(r)
ij o(j)

r

[dj ]q
=



[n− j + 1]q2r in case B(1)
n and

if (i, j) 6= (1, 1) in case F (1)
4

[n− j + 1]qr [2]qr if j > i = 1 in case C(1)
n and

if j − 1 > i = 1 in case D(1)
n

[n− 2]qr if i = 1, j = 2 in case D(1)
n

[j − 1]qr [n− 3]qr if 4 > j > i = 1 in case E(1)
n

[n− j + 1]qr [3]qr if j ≥ 4, i = 1 in case E(1)
n

[2]qr(n+1) if i = j = 1 in cases F (1)
4 and G

(1)
2

[n− j + 1]qr otherwise,

where j ∈ I0 is such that i ≤ j.
Proof: See [7].
We can now pass to the study of the twisted case. We shall consider three

different situations: the case A(2)
2n , the twisted case different from A

(2)
2n with k 6 |r

and the twisted case different from A
(2)
2n with k|r.

Remark 7.4.4.
Remark that xijr(A

(2)
2n ) = xijr(B

(1)
n ) if (i, j) 6= (1, 1) and that in the equations

(∗)r,i x11r never appears; then (∗)r,i(A(2)
2n ) = (∗)r,i(B(1)

n ); in particular the solutions
of (∗)r,i in case A(2)

2n are the same as the solutions of (∗)r,i in case B(1)
n .

Remark 7.4.5.
Let X(k)

ñ 6= A
(2)
2n and r > 0 be such that k 6 |r. Then ∀i ∈ Ir (that is ∀i ∈ I such

that di = 1) the system (∗)r,i(X(k)
ñ ) = (∗)r,i

(
A

(1)
ñ−n
k−1

)
(with a shift of indices in case

A
(2)
2n−1, that is A(r)

ij (A(2)
2n−1) = A

(r)
i−1j−1

(
A

(1)
ñ−n
k−1

)
= A

(r)
i−1j−1(A(1)

n−1) ∀i, j ∈ Ir).

Remark 7.4.6.
In the twisted case different from A

(2)
2n , remarking that d̃ibij = d̃jbji when aij 6= 0,

the system (∗)r,i becomes the following (under the condition that k|r):

(∗)tw
r,i

∑
l≥i

A
(r)
il

[dl]q
(o(j)o(l))

r

d̃jbjl bjl[aslj ]qr = 0 for j ∈ I0 with i < j.

Notice that if i < j ∈ I0 are such that bjl = 1 ∀l ≥ i such that alj 6= 0, then d̃j = k′r
and each equation above can be written as

(∗)k|rr,i,j
∑
l≥i

A
(r)
il o(l)

r
k′r

[dl]q
[aslj ]qr = 0 for j ∈ I0 with i < j.

This always happens when X(k)
ñ = D

(k)
ñ (k = 2, 3); on the other hand when X(k)

ñ =
A

(2)
2n−1 or E(2)

6 we have that bjl 6= 1 ⇒ j = 2, which implies that if i 6= 1 then
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(∗)tw
r,i = {(∗)k|rr,i,j |j > i}. Moreover we see also that

(∗)tw
r,1 = {(∗)k|rr,1,j |j > 2} ∪

{∑
l∈I0

A
(r)
1l

[dl]q
(o(2)o(l))

r

d̃2b2l b2l[asl2]qr = 0
}
.

Remark also that A(r)
11 does not appear in the equation (∗)k|rr,i,j when (i, j) 6= (1, 2),

so that the only condition on A
(r)
11 is the one arising from the last equation, i.e.

A
(r)
11

[d1]q
(o(2)o(1))

r

d̃2b21 b21 =
∑
l>1

A
(r)
1l

[dl]q
(o(2)o(l))

r

d̃2b2l b2l[asl2]qr , where the A
(r)
ij ’s with

(i, j) 6= (1, 1) are solutions of the system {(∗)k|rr,i,j |i < j and (i, j) 6= (1, 2)}.

Proposition 7.4.7
Let r > 0 and i ∈ Ir. A solution of (∗)r,i is given by:

A
(r)
ij o(j)

r
k′r

[dj ]q
=



[n− j + 1]q2r in cases B(1)
n and A

(2)
2n , and

if (i, j) 6= (1, 1) in case F (1)
4

[n− j + 1]qr [2]qr if j > i = 1 in case C(1)
n and

if j − 1 > i = 1 in case D(1)
n

[n− 2]qr if i = 1, j = 2 in case D(1)
n

[j − 1]qr [n− 3]qr if 4 > j > i = 1 in case E(1)
n

[n− j + 1]qr [3]qr if j ≥ 4, i = 1 in case E(1)
n

[2]q5r if i = j = 1 in case F (1)
4

[3− j]q3r if i = 1 in case G(1)
2

[ ñ−nk−1 − j + 1]qr if k 6 |r in cases D(k)
ñ and E

(k=2)
6

(−1)
r
2

2 [n]qr if 2|r and i = j = 1 in case A(2)
2n−1

(−1)
r
2 [2]q3r if 2|r and i = j = 1 in case E(2)

6

[n− j + 1]qr otherwise,

where j ∈ Ir is such that i ≤ j.
Proof: The only statements which do not follow immediately from proposition

7.4.3 and remarks 7.4.4, 7.4.5 and 7.4.6 are those concerning the case when X(2)
ñ =

A
(2)
2n−1 or E(2)

6 , 2|r and i = j = 1, and it is a matter of straightforward computations.

§7.5. The Killing form on the new imaginary root vectors.
The next (and last) step is computing (Ēα, F̄α) when α is an imaginary root.

Lemma 7.5.1
Let r > 0 and i ∈ Ir. Then

(Ē(rδ,i), F̄(rδ,i)) = −A(r)
ii

∑
j∈Ir:j≥i

A
(r)
ij

xjir

qi − q−1
i

= − A
(r)
ii

q − q−1

∑
j∈Ir:j≥i

A
(r)
ij

[dj ]q
xijr.
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Proof: The definition of Ēα implies that (Ē(rδ,i), F̄(rδ,i)) = A
(r)
ii (Ē(rδ,i), F(rδ,i)),

because (Ē(rδ,i), F̄(rδ,i) −A
(r)
ii F(rδ,i)) = 0. But

(Ē(rδ,i), F(rδ,i)) =
∑

j∈Ir:j≥i

A
(r)
ij (E(rδ,j), F(rδ,i)) = −

∑
j∈Ir:j≥i

A
(r)
ij

xjir

qi − q−1
i

.

Proposition 7.5.2
Let r > 0, i ∈ Ir. Then we have

o(i)
r
k′r (q−1 − q)r[di]q
d̃i[r]qA

(r)
ii

(Ē(rδ,i), F̄(rδ,i)) =

=



[2]qr(2n−1) if i = 1 in case B(1)
n

[n− i+ 2]q2r [2]qr if i 6= 1 in cases B(1)
n and A

(2)
2n and

if i > 2 in case F (1)
n=4

[2]qr [2]qr(n+1) if i = 1 in case C(1)
n

[2]qr [2]qr(n−1) if i = 1 in case D(1)
n

[9−n]qr [2]
q3r(n−4)

[2]
qr(n−4)

if i = 1 in case E(1)
n with n = 6, 7

[2]qr [2]q15r

[2]q3r [2]q5r
if i = 1 in case E(1)

8

[2]q5r if i = 2 in case F (1)
4

[2]q9r

[2]q3r
if i = 1 in case F (1)

4

[6]qr if i = 2 in case G(1)
2

[2]q6r

[2]q2r
if i = 1 in case G(1)

2

[2]qr(2n+1) if i = 1 and 2|r in case A(2)
2n

[2]qr [2n+ 1]qr if i = 1 and 2 6 |r in case A(2)
2n

[ ñ−nk−1 − i+ 2]qr if k 6 |r in cases D(k)
ñ and Ek=2

ñ=6

(−1)
r
2 [2]qrn

2 if i = 1 and 2|r in case A(2)
2n−1

[2]qrn if i = 1 and k = 2|r in case D(k)
ñ

[2]q3r

[2]qr
if i = 1 and k = 3|r in case D(k)

ñ

[2]q3r if i = 2 and 2|r in case E(2)
6

(−1)
r
2

[2]q6r

[2]q2r
if i = 1 and 2|r in case E(2)

6

[n− i+ 2]qr otherwise.

Proof: For the non twisted case see [7]. Then also the cases A(2)
2n with i 6= 1,

X
(k)
ñ with k 6 |r, A(2)

2n−1 and D
(k)
ñ with k 6= 1|r and i 6= 1, and E

(2)
6 with 2|r and

i 6= 1, 2 are clear.
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§7.6. The expression of R in terms of the Ēα’s.
We can now collect the results obtained till now and get an explicit formula for

R.

Theorem 7.6.1

R =
( ∏
α∈Φ̃+

expα
(q−1

α − qα
cα

Ēα ⊗ F̄α
))

q−t∞

where cα = (q−1
α − qα)(Ēα, F̄α) =

{ 1 if α ∈ Φre
+

(q−1
α − qα)(Ēα, F̄α) if α ∈ Φ̃im

+ ,
and cα is

explicitly determined from proposition 7.5.2.
Proof: The claim is a straightforward consequence of the preceding results:

corollary 7.1.6 and proposition 7.5.2.
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