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Zusammenfassung

Kocher und ihre Darstellungen sind ein wichtiges Instrument der Darstellungs-
theorie: Sie wurden eingefithrt, um Probleme der linearen Algebra zu be-
handeln, bieten aber auch reiche Verbindungen zu anderen mathematischen
Bereichen. Ein wesentlicher Vorteil der Verwendung von Kéchern fiir die Un-
tersuchung von Problemen geometrischer Natur ist die Moglichkeit, kombina-
torische und algebraische Methoden zu nutzen, um geometrische Eigenschaften
der zugehorigen projektiven Varietét, der sogenannten Kocher-Grassmannian,
abzuleiten. Der Schwerpunkt der in dieser Arbeit vorgestellten Forschung liegt
an der Schnittstelle zwischen Algebra, Geometrie und Darstellungstheorie.

Das Ziel dieser Arbeit ist es zunéchst, eine Realisierung von Schubert-
Varietaten als Kocher-Grassmannians zu finden, mittels eines Kéchers und einer
Ko6cherdarstellung mit bestimmten sinnvollen FEigenschaften. Anschliefsend wird
diese Realisierung ausgenutzt, um lineare Degenerierungen von Schubert-Varietéten
zu definieren. Dariiber hinaus verallgemeinern wir die Konstruktion des Fahnen-
Dressian durch das Konzept des Kocher-Dressian und vergleichen es mit der
Tropikalisierung der entsprechenden Kocher-Grassmannian.

Kapitel [1] deckt den notwendigen Hintergrund fiir die Untersuchung von
Kochern und Kocherdarstellungen ab, sowohl aus kategorialer als auch aus ge-
ometrischer Sicht.

In Kapitel [2] betrachten wir einen speziellen Koécher mit Relationen und
konstruieren eine starre Darstellung dieses Kochers. Wir untersuchen eine bes-
timmte Untervarietat der Varietat der Darstellungen, beschreiben die Zerlegun-
gen in Unzerlegbare fiir die Elemente dieser Untervarietdt und parametrisieren
die B-Isomorphismenklassen, wobei B die Borel-Untergruppe der oberen Dreiecks-
matrizen darstellt.

Kapitel[3fasst grundlegende Fakten und Definitionen iiber Kécher-Grassmannians,
Fahnenvarietéiten und ihre Schubert-Varietdten zusammen. Wir beweisen, dass
jede Kocher-Grassmannian, die mit der in Kapitel 2] definierten Kécher-Darstellung
assoziiert ist, glatt und irreduzibel ist, und ihre Dimension kann leicht mit Hilfe
der Euler-Ringel-Form berechnet werden.

Kapitel |4] enthdlt mehrere unserer wichtigsten Ergebnisse. Wir beweisen,
dass jede Permutation eine geometrisch kompatible Zerlegung zulasst - wir
fithren diesen Begriff in Abschnitt ein - und realisieren die Bott-Samelson-
Auflésung einer festen Schubert-Varietdt unter Verwendung der zuvor betra-
chteten Kocherdarstellung und Kocher-Grassmannian. Schlieflich geben wir
durch die Wahl eines anderen, geeigneten Dimensionsvektors fiir unseren Kocher
einen expliziten [somorphismus zwischen einer beliebigen glatten Schubert-Varietit
und der entsprechenden Kocher-Grassmannian.

In Kapitel [5] untersuchen wir lineare Degenerierungen. Der erste Abschnitt
fasst kurz lineare Degenerierungen von Fahnenvarietiten zusammen, wihrend
wir im zweiten Abschnitt auf den Konstruktionen und Ergebnissen aus den
Kapiteln[2] Blund 4 aufbauen und lineare Degenerierungen von Schubert-Varietiten
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definieren. Wir zeigen, wie eine der in Abschnitt [2.3|betrachteten Parametrisierun-
gen die Beziehungen zwischen den B-Bahnen (und ihren Abschliissen) in der
in Abschnitt 2.2] definierten Untervarietat beschreibt. Danach fithren wir die
Bedingungen auf, die notwendig und hinreichend dafiir sind, dass ein Tupel von
nichtnegativen ganzen Zahlen die Parametrisierung einer Darstellung in dieser
Untervarietat ist. Schlieflich er6ffnen wir die Diskussion iiber den flachen Lo-
cus der Projektion von der universellen linearen Degenerierung auf den betra-
chteten Darstellungsraum. Wir prasentieren und motivieren eine Vermutung
iiber diesen flachen Locus.

Kapitel [6] bildet eine Briicke zwischen der Kécherdarstellungstheorie und
der tropischen Geometrie, insbesondere durch die Einfiihrung von Kéchern von
bewerteten Matroiden und die Untersuchung ihrer tropischen Parameterraume.
Wir definieren Kécher-Dressians, welche die Teilraumbeziehung von tropischen
linearen Rdumen nach tropischer Matrixmultiplikation parametrisieren, und
zeigen, dass Tropikalisierungen von Kocher-Grassmannians das realisierbare
Analogon parametrisieren. Des Weiteren fithren wir affine Morphismen von
bewerteten Matroiden ein und zeigen die Kompatibilitat mit schwach monomi-
alen Kocherdarstellungen. Schlieflich zeigen wir, dass Kécher-Dressians ab der
Vektorraumdimension 2 nicht realisierbare Punkte haben konnen.



Abstract

Quivers and their representations theory provide powerful tools, in particular
for studying representations of finite-dimensional algebras; they were introduced
to treat problems of linear algebra, but present rich connections to diverse
mathematical subjects. A key advantage of using quivers for studying problems
of geometrical nature is the possibility to exploit combinatorial and algebraic
tools to deduce geometric properties of the associated projective variety, the
quiver Grassmannian. The main focus of the research presented in this thesis
lies at the intersection of algebra, geometry and representation theory.

The aim of this thesis is, firstly, to find a realisation of Schubert varieties
as quiver Grassmannians by means of a quiver and quiver representation with
certain reasonable properties. Subsequently, this realisation is exploited to de-
fine linear degenerations of Schubert varieties. Furthermore, we generalise the
construction of the flag Dressian by defining the concept of quiver Dressian and
compare it to the tropicalisation of the corresponding quiver Grassmannian.

Chapter [I] covers the necessary background for the study of quivers and
quiver representations, both from a categorical and a from a geometric point of
view.

In Chapter [2| we consider a special quiver with relations and construct a
rigid representation of this quiver. We study a certain subvariety of the variety
of representations, describing the decompositions into indecomposables for the
elements of this subvariety and parametrising the B-isomorphism classes, where
B represents the Borel subgroup of upper-triangular matrices.

Chapter [3] summarises basic facts and definitions about quiver Grassman-
nians, flag varieties and their Schubert varieties. We prove that any quiver
Grassmannian associated to the quiver representation defined in Chapter [2] is
smooth and irreducible, and its dimension can be easily computed by means of
the Euler-Ringel form.

Chapter 4| contains several of our main results. We prove that every per-
mutation admits a geometrically compatible decomposition - we introduce this
notion in Section [4.1]- and realise the Bott-Samelson resolution of a fixed Schu-
bert variety using the quiver representation and quiver Grassmannian consid-
ered previously. Lastly, by choosing a different, appropriate dimension vector
for our quiver, we give an explicit isomorphism between any chosen smooth
Schubert variety and the corresponding quiver Grassmannian.

In Chapter [5] we explore linear degenerations. The first section briefly
recalls linear degenerations of flag varieties, while in the second section we
build upon the constructions and results obtained in Chapter and [ and
define linear degenerations of Schubert varieties. We show how one of the
parametrisations considered in Section describes the relations between the
B-orbits (and their closures) in the subvariety defined in Section [2.2/and list the
conditions that are necessary and sufficient for a tuple of non-negative integers
to be the parametrisation of some representation in this subvariety. Finally,



we open the discussion on the flat locus of the projection from the universal
linear degeneration onto the considered representation space. We present and
motivate a conjecture about this flat locus.

Chapter [0] is dedicated to a bridge between quiver representation theory
and tropical geometry, in particular to the introduction of quivers of valuated
matroids and the study of their tropical parameter spaces. We define quiver
Dressians, which parametrise containment of tropical linear spaces after tropical
matrix multiplication, and show that tropicalisations of quiver Grassmannians
parametrise the realisable analogue. We further introduce affine morphisms of
valuated matroids and show compatibility with weakly monomial quiver rep-
resentations. Finally, we show that, starting in ambient dimension 2, quiver
Dressians can have nonrealisable points.
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Introduction

Flag varieties are a significant class of geometric objects in algebraic geometry.
They are central in several mathematical disciplines, including commutative
algebra, representation theory, and combinatorics, and their rich geometric and
combinatorial structure make them a fascinating subject of study. The term
flag, introduced around the middle of the 20th century, stands for a sequence
of subspaces inside an ambient vector space. The definition of generalised flag
variety, however, refers to the quotient of a semisimple algebraic group over a
Borel subgroup. The orbits of the Borel subgroup form a stratification of this
quotient, where the cells - called Schubert cells - are isomorphic to affine spaces.

Their Zariski closures, the Schubert subvarieties, were first analysed in 19th-
century classical projective geometry in the context of Schubert calculus [Sch79].
Today, Schubert varieties are among the most thoroughly studied examples of
complex projective varieties in the literature and occupy a central role in con-
temporary mathematical research as well as outside of mathematics [HLRI1S,
LMP22, BL24] [Kos95|, MTHI1, Tel92]. In 1934, Ehresmann (|Ehr34]) demon-
strated that the Schubert subvarieties in the Grassmannian form an additive
basis for its cohomology ring. In 1956, Chevalley (|Che94|) further advanced
this connection, proving that the Schubert variety classes in the generalised flag
variety form a Z-basis for the Chow ring of the generalised flag variety. Math-
ematicians have been investigating smoothness and singularities in Schubert
varieties since the 1970s. In particular, considerable attention has been given
to the problem of determining the singular loci of Schubert varieties, which lie
at the intersection of multiple mathematical areas of study, for instance in works
by Demazure, Chevalley, Lakshmibai and Seshadri ([Dem74, [Che94] [LS84]).

Quivers and their representations theory provide powerful tools, in partic-
ular for studying representations of finite-dimensional algebras. Quiver repre-
sentations are assignments of vector spaces and linear maps to the vertices and
arrows, respectively, of a directed graph. According to Brion [Bri0§]|, they were
introduced to treat problems of linear algebra, for instance the classification of
tuples of subspaces of a prescribed vector space, but present rich connections to
diverse mathematical subjects (quantum groups, Coxeter groups, and geometric
invariant theory among others).

A quiver Grassmannian is the projective variety which arises when we fix
a quiver representation and parametrise the subrepresentations with fixed di-
mensions. Quiver Grassmannians first appeared in works of Crawley-Boevey

1X
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and Schofield [CB89, [Sch92] and were later employed in the theory of clus-
ter algebras by Fomin, Zelevinsky, Caldero, Chapoton, Keller, Derksen and
Weyman ([EZ02al, [FZ02bl [FZ07, [CCO06, [CKO08, [CK06, DWZ10]). Among other
aspects, their rationality, cell decompositions and cohomology were investigated
by Cerulli Irelli, Esposito, Franzen and Reineke in [TEFR21, [Fral9].

A key advantage of using quivers for studying problems of geometrical nature
is the possibility to exploit combinatorial and algebraic tools to deduce geomet-
rical properties of the considered projective variety. A few examples of this
can be found in results by Cerulli Irelli, Esposito, Franzen, Feigin and Reineke,
for instance in [CIFR17, TEFR21, TFR13|. However, as proven by Reineke in
[Reil3| and, more generally, by Ringel in [RinlS]|, every projective variety arises
as the quiver Grassmannian of any wild acyclic quiver. This implies that the
study of quiver Grassmannians needs to be restricted in order to be meaningful,
for instance by considering particular quivers or quiver representations.

The fruitful investigation of linear degenerations of flag varieties using quiver
Grassmannians took place in this framework in the last fifteen years, appearing
in several papers by Feigin, Finkelberg, Cerulli Irelli, Reineke, Fang, Fourier
[Feil2, [CTFR12, [FF13| ICIFET17, ICIFFT20]. The word “degeneration” refers to
a construction that allows us to regard a variety as a specific element in a family
of varieties, or as a chosen fibre of a certain morphism; the above-cited works
characterise several geometric and combinatorial aspects of linear degenerations
of flag varieties, such as their defining equations, cellular decompositions and -
making use of rank tuples - flatness, irreducibility and normality.

More recently, linear degenerations have been introduced and studied in the
context of tropical geometry. Tropical algebraic geometry transforms questions
about algebraic varieties into questions about polyhedral complexes, which are
combinatorial objects that encode some of the geometry of the original algebraic
variety. Due to the close relationship between classical and tropical geometry,
results and techniques from one domain can often be translated to the other.
Algebraic varieties can be mapped to their tropical counterparts, and this pro-
cess preserves certain geometric properties of the original variety. As a result,
tropical geometry provides a valuable framework for proving and generalizing
classical results in algebraic geometry, such as the Brill-Noether theorem and

the computation of Gromov—Witten invariants, as done by Mikhalkin, Cools,
Draisma, Payne, and Robeva in [Mik05, [CDPR12].

Tropical linear spaces correspond to valuated matroids. They are founda-
tional objects which are not only of intrinsic importance for the area of tropical
geometry, in which they appear as the building blocks for tropical manifolds and
tropical ideals (introduced and studied by Maclagan and Rincén in [MR18]) and
parametrise hyperplane arrangements, but also connect tropical geometry and
matroid theory. The tropical analogue of flag varieties, the flag Dressian, was
defined by Haque [Haql2, Definition 1| and further analysed in [BEZ21] by
Brandt, Eur and Zhang. In [BS23|, Borzi and Schleis consider linear degenerate
valuated flag matroids and their associated linear degenerate flags of tropical
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linear spaces.

The aim of this thesis is, firstly, to find a realisation of Schubert varieties
as quiver Grassmannians by means of a quiver and quiver representation with
certain reasonable properties. Subsequently, this realisation is exploited to de-
fine linear degenerations of Schubert varieties. Furthermore, we generalise the
construction of the flag Dressian by defining the concept of quiver Dressian and
compare it to the tropicalisation of the corresponding quiver Grassmannian.

Outline

We describe the structure of this thesis and present the main results.

Chapter (1| covers the necessary background for the study of quivers and
quiver representations. We define and provide examples of path algebras K@
associated to a quiver () - with relations as well as without - and discuss the
category repg (Q) of @Q-representations. This includes indecomposable represen-
tations, direct sums, and the Krull-Schmidt theorem, as well as the characterisa-
tion of quivers of finite representation type (Gabriel’s theorem, see Figure .
We recall some concepts from homological algebra, in particular projective and
injective representations, resolutions, and extensions of ()-representations. The
last section is dedicated to the variety Rq of (Q-representations and its orbits
under the action of a base change group, which is a product of general linear
groups.

Our first results appear in Chapter [2} from this point forward, we work on
the field of complex numbers C. In the first section, we consider a specific quiver
with relations (T', I') and prove the rigidity of a certain (I', I)-representation, de-
noted by M, in Proposition 2.1.5] In the second section, we begin the study of
the subvariety RY in the variety of representations of (I',I). Each representa-
tion in RY is determined by a tuple of linear maps in H;L;ll U,i1, where U,
is the subset of Mat, 1 (the set of square matrices of size n + 1) consisting
of upper-triangular matrices. One notable property of this subvariety is the
uniformity of the decompositions of any of its representations. We define a
class of indecomposables of (I, I), denoted by U"1#2) "and prove in Theorem
that all representations in R4 can be decomposed as direct sums of such
indecomposables.

The last section of Chapter [2] answers the question of the representation
type of (I', I) - that is, whether there are finitely many isomorphism classes of
indecomposable representations of (I, I)- when we restrict to the representations
in Ry and to certain isomorphisms. In order to do so, we consider the orbits in
R} under the action defined as

he M7 = (hofy byt hafiahy oo bt haty),

n

for some h € H;L:_ll B,,11, where B, ;1 is the Borel subgroup of invertible upper-

triangular matrices inside the general linear group, and M/ € RY. To simplify
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notation, we refer to this action as B-action and to such orbits as B-orbits or,
equivalently, as B-isomorphism classes in [?}. Notice, however, that the group
acting on R} is the product H;:ll B,11, acting via base change as given above.
In [ADF85], Abeasis and Del Fra parametrise the isomorphism classes of the
representations of any quiver of type A,,. We employ an analogous parametrisa-
tion, denoted by r, and make use of our previous results to prove the following:

Theorem A. Two representations MY, M9 in RY are in the same B-isomorphism
class if and only if v/ = 9.

Finally, we provide an alternative parametrisation for such B-isomorphism
classes. We notice that our B-action can be regarded as an expansion of the
one considered in |[MS05] by Miller and Sturmfels in the context of matrix
Schubert varieties. There, the orbits are described in terms of ranks of certain
submatrices, namely the north-west ranks. We adapt this parametrisation to
our B-action by defining the south-west arrays, denoted by s, and showing the
following;:

Theorem B. Two representations MY, M9 in RY are in the same B-isomorphism
class if and only if sT = s9.

Chapter [3| summarises basic facts and definitions about quiver Grassman-
nians, flag varieties and their Schubert varieties. Additionally, we prove the
following result:

Theorem C. Given (TI',I) and M as in Chapter |9 the quiver Grassmannian
Gre(M) is a smooth and irreducible projective variety for any dimension vector
e. Its dimension is (e,dim(M) — e).

Chapter H] contains several of our main results. We consider the Schubert
varieties X,, in the flag variety Fl,.;, which are indexed by permutations w in
the symmetric group S, 1, and define a dimension vector r* for the quiver (I, I)
according to a fixed w. The principal goal of this chapter is to give an explicit
isomorphism between the quiver Grassmannian Gre(M) and certain resolutions
of X,,. For this purpose, we introduce the notion of geometrically compatible
decompositions and show that all permutations admit such a reduced decom-
position. We prove this result by means of several lemmas and Theorem [4.1.14]
Then, we are able to prove he following theorem:

Theorem D. Given a permutation w € S,1 and a geometrically compatible
decomposition of w, the corresponding Bott-Samelson resolution of the Schubert
variety X, is isomorphic to the quiver Grassmannian Gryw(M).

In the second section of Chapter [ we only consider permutations w in
Spa1 that yield smooth Schubert varieties X,, and define a different dimension
vector e* based on w. Here, we show that the quiver Grassmannian Grew (M)
is isomorphic to the Schubert variety X,, and provide an explicit isomorphism.
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In chapter [f], we explore linear degenerations. In the first section, we recall
the construction of linear degenerations of flag varieties following [CIFEFT17]:
given an equioriented quiver of type A,,, the linear degeneration of Fl, 1, de-
noted by F lf; 41, is defined as the quiver Grassmannian consisting of all subrep-
resentations of the following representation:

(CnJrl (Cn+1 e (cn+1
° L) ] f2 > . L 5 e
for the dimension vector (1,2,...,n). The quiver Grassmannian corresponding

to the choice of f can be regarded as the fibre of the projection 7 : Y — R over
f, where R is the variety Matﬁj and Y is the universal quiver Grassmannian,
i.e. the variety of compatible pairs of sequences of maps and sequences of
subspaces. In particular, we recall a result about the flat locus of 7, namely
that it is the union of all orbits that degenerate to the orbit parametrised by a
certain rank tuple.

In the following section, we build upon the constructions and results ob-
tained in Chapter [2] [3]and [, We define the linear degeneration of the Schubert
variety X, denoted by X7, as the fibre of 7 : Y — RY over f, where RY is
the subvariety of (I, I')-representations considered in Section and Y is the
universal quiver Grassmannian. We show in Corollary that it is possi-
ble to deduce the partial ordering on the B-orbits in Ry from the south-west
parametrisation investigated in section [2.3] This is the partial ordering induced
by the relations of the form O,;, C 6§W, where 53\4f denotes the Zariski closure
of OY,; in Ry. To conclude the discussion on the south-west parametrisation, we
list the conditions that are necessary and sufficient for a tuple of non-negative
integers to be the south-west array of some representation in Rj.

Lastly, we present a strategy to determine the flat locus of the projection
m:Y — R4 and, together with some motivations, our conjecture:

Conjecture 0.0.1. A tuple f € RY is in the flat locus of 7 : Y — R} if and
only if dim(Grew (M) = dim(X,,).

The final chapter of this thesis, Chapter [0 is dedicated to a bridge between
quiver representation theory and tropical geometry and is based on a joint
project between the author of this thesis and Victoria Schleis, who already
contributed to the study of linear degenerations of tropical flag varieties in
[BS23].

We generalise the construction of the flag Dressian by defining the concept
of quiver Dressian, that is, the projective tropical prevariety cut out by the
tropicalised quiver Pliicker relations. The idea behind this generalisation is
to parametrise the tropical linear spaces satisfying the containment conditions
described by the arrows of the fixed quiver. Alongside this idea, we studied
tropicalisations of quiver Grassmannians (i.e. pointwise tropicalisations) and
compared them to the corresponding quiver Dressians. The result we obtained
answers the question of the realisability of the quiver Dressian, that is, whether
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we can find a point in the quiver Dressian that is not the tropicalisation of any
quiver representation. We found that the tropicalised quiver Grassmannian is
always contained in the quiver Dressian, and the first nonrealisable quiver sub-
representation occurs in ambient dimension 2 - as opposed to the case of tropical
linear spaces, where the first example of nonrealisability occurs in ambient di-
mension 8, and to that of flags of tropical linear spaces, where the first example
of nonrealisability occurs in ambient dimension 6.

For a finite quiver @), a (Q-representation M and a fixed dimension vector
d = (dy,...,d;) we define the projective quiver Dressian QDr(R,d) as the
projective tropical prevariety cut out by the tropicalised quiver Pliicker relations
(given in Definition . We prove the following main result, generalising
[BS23, Theorem Al:

Theorem E. Let p = (p1, ..., ug) be valuated matroids and Q be a finite quiver.
]n we give necessary and sufficient conditions such that p € QDr(R,d).

In words, the quiver Dressian parametrises tropical linear spaces satisfying
the containment conditions described by the quiver.

Furthermore, for quivers with maps defined by weakly monomial matrices
(c.f. Definition we connect in Theorem quiver Dressians to mor-
phisms of valuated matroids.

Then, we obtain an analogous theorem for the tropicalisation of the quiver
Grassmannian and realisable tropical linear spaces:

Theorem F. Let p = (p1,..., 1) be valuated matroids and @ be a finite
quiver. Let all realisations be in algebraically closed fields with nontrivial valua-
tion. We show in[6.2.9 that the tropicalised quiver Grassmannian trop(Grq(R))
parametrises containment of tropicalised linear spaces under tropical matrix
multiplication

Lastly, we analyse the realisability of points in quiver Dressians, i.e. the
relation between tropicalised quiver Grassmannians and quiver Dressians.

Theorem G. For any Q-representation R, trop(Grq(R)) C QDr(R,d). Fur-
ther, for any finite quiver Q) and any Q)-representation R assigning dimension 1
to each vertez, QDr(R, d) = trop(Grq(R)). The same is not true in higher di-
mension: for any pair ny,ny > 2 there exist a quiver Q and a QQ-representation
R containing an arrow o with dim(s(a)) = ny and dim(nya)) = ne where the
above containment is strict.

Part of the results contained in Chapters [2 and [3] as well as the results of
Chapter [4 can be found in [[ez25]. The results in Chapter [6] are available at
[IS23] and are the product of joint work carried out by the author of this thesis
and Victoria Schleis as part of the project A11: “Linear degenerate flag varieties
and their tropical counterparts” of the SFB-TRR 195 of the German Research
Foundation.

At the end of Chapters[f]and [6] we present a few possible research directions
and interesting questions that arise naturally from the results presented in this
thesis.
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Chapter 1

Quivers and quiver representations

We introduce quivers and quiver representations in their generality and fix for
this section an algebraically closed field K; later in this chapter, we will restrict
our study to the field of complex numbers. Standard references are [Bri05,
CB92, [Sch14].

1.1 The path algebra

Definition 1.1.1. A quiver Q = (Qo, @1, s, 1) is given by a set of vertices Qo,
a set of arrows ()7 and two maps s,t : ()1 — )y assigning to each arrow its
source, resp. target. We say that a quiver () is finite if )y and @); are finite.

A non-trivial path in @ is a sequence «g,...,qa, of arrows that satisfies
s(aiy1) = t(ay) for 1 <i<n—1,ie. the arrows can be concatenated:

2 a9 Qn TL+1
° > ® > e > @

For any vertex i € (), the trivial path at ¢ is the path of length zero that starts
and terminates at i.

Definition 1.1.2. The path algebra K(Q is the K-algebra whose basis consists
of all paths in ). The product of two paths pq, po is given by concatenation if
s(pa) = t(p1) and zero otherwise, and the identity element in K@ is the sum of
all trivial paths in Q).

Example 1.1.3. A path of the form

1 aq 2 a2 an—1 n+l
Qn

is called oriented cycle of length n. An oriented cycle of length 1 is a loop.

1
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Example 1.1.4. If ) = e O, the quiver consisting of one vertex and one loop,
then the path algebra K@ is isomorphic to K[z], the polynomial algebra in one
variable. If () has one vertex and r loops, then the path algebra K() is the free
algebra K(z1, ..., z,) whose basis is given by all the words (or non-commutative
monomials) in zy, ..., z,.

It is straightforward to check that a path algebra K@ is finite-dimensional
if and only if () is finite and has no oriented cycles.

Definition 1.1.5. A relation on a quiver () is a subspace of the path algebra
of () spanned by linear combinations of paths with common source and target,
of length at least 2. Given a two-sided ideal I of K@ generated by relations,
the pair (Q, 1) is a quiver with relations and the quotient algebra K@Q/I is
the path algebra of (Q, ).

A system of relations for I is defined as a subset R of U; jeq,i/j, where i
denotes the trivial path on vertex ¢, such that R, but no proper subset of R,
generates [ as a two-sided ideal. For any two vertices ¢ and j, we denote by
r(i, 7, R) the cardinality of R N i/j, which contains those elements in R that
are linear combinations of paths starting in ¢+ and ending in j. If () contains no
oriented cycle, then the numbers (7, j, R) are independent of the chosen system
of relations (see for instance [Bon83|), and can therefore be denoted by r(i, 7).

Example 1.1.6. If () has one vertex and r loops, a system of relations is
for instance given by the ideal I of K(xy,...,x,) generated by all commuta-
tors x;x; — xjz;. Then, the path algebra of (Q,I) is the polynomial algebra
Klzy,. ..,z

Remark 1.1.7. The representations of any arbitrary finite-dimensional algebra
can be obtained by considering an appropriate quiver with relations, while finite-
dimensional path algebras (without relations) represent only some special cases
of all finite-dimensional algebras.

1.2 The category of ()-representations

Definition 1.2.1. Given a quiver (), we define a ()-representation M over K
as the ordered pair ((M;)icqy, (Ma)acg, ), where M; is a K-vector space attached
to vertex ¢ € Qo and M, : My — Myq) is a K-linear map for any o €
Q1. A representation M is called finite-dimensional if each vector space M; is
finite-dimensional, and in this case the dimension vector of M is dim M =
(dimg M;)icq, € Z%".

Example 1.2.2. To define a finite-dimensional representation M = (M, M,,)

of @ = e > means choosing the dimension m of the vector space M; = K™
and an endomorphism M, of K™.
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Definition 1.2.3. Given a quiver () and two Q-representations M and M’ a
morphism ¢ : M — M’ is a collection of K-linear maps (¢; : M; — M]);cq,
such that

that is M, 0 Vsa) = Yya) © M, for any a € Q.

Proposition 1.2.4. ([Schij, Proposition 1.1]) The set Homg (M, M’) of mor-
phisms between two Q-representations M and M' is a K-vector space with re-
spect to addition and scalar multiplication.

) 1 2 3 . .

Example 1.2.5. Let () be the quiver e «—— e —— e and consider its
. K i K i K K i K 0

two representations M : e < d o9 9 and M : e+9 oY o

The vector space Homg(M, M') has dimension one and is generated by the
morphism (id, id, 0), whereas Homg(M’, M) = 0: the only assignment of linear
maps (1, 12,13) such that

K id K 0 0
o < [ ] > @
| | |
| | |
| 7/11 | 1/12 | 1[’3
+ 4 + 4 +
K 4 K i K
o < [ ] > @

is the zero morphism (0, 0,0).

The composition of two morphisms ¢ : M — M’ and ¢/ : M' — M" is
defined as ¢} o ¢; : M; — M/ for all i € Qy; it is associative, bilinear, and has
as identity element the morphism (iday,)ieq,. Together with such morphisms,
the finite-dimensional Q-representations over K form a category, denoted by
repg (@). Similarly, the category repg(Q, ) consists of the finite-dimensional
representations of () that satisfy the given relations in /. It is known (see [Sch14]
Theorem 5.4] for a proof) that repy (Q) is equivalent to the category K@-mod of
finite-dimensional left modules over the path algebra of (), and that it is abelian,
Krull-Schmidt and hereditary. Because of this equivalence, we sometimes apply
to quiver representations terminology that originally refers to modules. Two
relevant functors on the category of quiver representations are the Hom functors
Hom(X, —) and Hom(—, X)), for any fixed X € repg(Q). Hom(X, —) is the
covariant functor from repy(Q) to the category of K-vector spaces that sends
an object Y to the vector space Hom (X, Y") of all morphisms from X to Y and a
morphism (f : Y — Z) to the map f, : Hom(X,Y) — Hom(X, Z), f.(g9) = fog
(the push forward of f). Similarly, Hom(—, X) is the contravariant functor from
repg (Q) to the category of K-vector spaces that sends an object Y to the vector
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space Hom(Y, X) of all morphisms from Y to X and a morphism (f : Y — Z)
to the map f, : Hom(Z, X) — Hom(Y, X), f*(g) = g o f (the pull back of f).

Definition 1.2.6. Let @ be a finite quiver and M = ((M,)icq,s (Ma)aco, )
M = (M})icqy, (M!)acq,) two representations in repg(Q). The direct sum
of M and M’ is the Q-representation defined as

Me M = ((Mi ® M))icqo, ([Ag“ o ] )a6Q1>'

Example 1.2.7. [Schl4, Example 1.7] We fix @ = . Ny e and

two (Q-representations:

M:Ho§ idl>]lo€<0 2
11 1
M Kf [01]> H§2<[1] ..

Then, the direct sum of M and M’ is the representation

100 00
o < 0] xge [ ope
which is isomorphic to
B L Y]
]\/[@]W/:K.3 001>1K.3< 01l ¥

Definition 1.2.8. A representation M € repg(Q) is called indecomposable if
it is nonzero and cannot be written as a direct sum of nonzero representations,
that is: if M = M’ @ M"” with M', M" € repg(Q), then M' =0 or M" = 0.

Remark 1.2.9. Indecomposable )-representations are supported on connected
subquivers of @), since any representation of a nonconnected subquiver of )
can be written as the direct sum of two representations whose supports are the
connected components of the subquiver.

Theorem 1.2.10 (Krull-Schmidt theorem). Let Q be a quiver and M a repre-
sentation in repg(Q). Then

M=M®M®--- &M,

where the summands M; are indecomposable representations in repg (Q) and are
unique up to order.

A central problem of quiver representation theory is to "describe the iso-
morphism classes of finite-dimensional representations of a prescribed quiver,
having a prescribed dimension vector" (|[Bri05, Section 1.1]). The Krull-Schmidt
theorem ensures that, in order to describe such isomorphism classes, it is enough
to classify the isomorphism classes of indecomposable representations and the
morphisms between them.
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Example 1.2.11. [Bri05, Example 1.1.5] If @ is a loop, a morphism between
two @Q-representations M = (M, M,) and M’ = (M;, M) is a linear map
Y : My — M such that ¢ o M; = M o). In particular, an endomorphism
of an n-dimensional representation M = (Mj, M,,) is an endomorphism of M;
that commutes with M,. To be able to describe isomorphism classes of such
representations, we fix a basis {by,...,b,} of M; and identify M, with an n xn
matrix A. Finding a @Q-representation that is isomorphic to M means then
to change the basis of M;, replacing A with a conjugate BAB~!, where B
is an n X n invertible matrix. It follows that the isomorphism classes of n-
dimensional representations of () correspond bijectively to the conjugacy classes
of n X n matrices. In particular, there are infinitely many isomorphism classes
of representations of the loop having a prescribed dimension.

More generally, if @) is the quiver with one vertex and r loops, the isomor-
phism classes of representations of () having a prescribed dimension n corre-
spond bijectively to the r-tuples of n x n matrices up to simultaneous conjuga-
tion.

We say that a quiver is of finite representation type if the number of
isomorphism classes of its indecomposable representations is finite.

Theorem 1.2.12 (Gabriel’s Theorem). A connected quiver is of finite repre-
sentation type if and only if its underlying graph is one of the Dynkin diagrams
of type A, D or E.

To each Dynkin diagram of type A, D or [E corresponds an extended Dynkin
diagram, as shown in Figure[I.I] An acyclic quiver whose underlying graph is an
extended Dynkin diagram of type A, D or [E is called tame or affine. If a quiver
is tame, then the isomorphism classes of its indecomposable representations can
be parametrised by a finite number of 1-parameter families. In other words, the
classification of the indecomposable representations is only possible if the quiver
is Dynkin or tame; if the quiver is neither, then we call it wild.

Now we briefly discuss three notable types of quiver representations - simple,
projective and injective representations - and describe them in Example
for the special case of the indecomposable representations of the equioriented
Dynkn quiver of type A. As shown in [Sch14, Section 2.1|, these representations
in the category repg(Q)) are respectively simple, projective or injective objects
in the categorical sense.

Definition 1.2.13. A representation P € repg(Q) is called projective if the
functor Hom(P, —) maps surjective morphisms to surjective morphisms. Du-
ally, I € repg(Q) is called injective if the functor Hom(—, I) maps injective
morphisms to injective morphisms.

If @ is a quiver without oriented cycles, then to each vertex ¢ € )y corre-
sponds exactly one indecomposable projective representation, denoted by P(7).
Such projective representations are easy to describe: the basis of the vector
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An: . . ..o . . "2t
. .
e
D,,: ° o---® ° n>4
e AN
. .
.
.
Eq: ° ° ° ° °
.
E: . . . . . . .
.
Eg . . . . . . . .

Figure 1.1: Dynkin diagrams and their extensions

space P(i) at vertex k is given by the set of all possible paths from vertex i
to vertex k, and the actions of the maps between the vector spaces are induced
by the concatenation of paths. Dually, for every vertex i € Qg there is exactly
one indecomposable injective representation I(i), whose basis for each vector
space I (1) is given by the set of all possible paths from vertex k to vertex i and
whose maps act by concatenation of paths.

The simple representation S(i) at vertex i € @)y is defined by

S(i) = {K TE=i §i)a=0 Vacqu
0 otherwise
For a proof of the fact that the representations P(i), (i) and S(i) are ac-
tually indecomposable we refer to [Sch14l Proposition 2.8]. Lastly, we mention
thin quiver representations: a Q-representation M is called thin if dim(M;) <1
for all i € Q.
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Example 1.2.14. We consider the equioriented Dynkin quiver @) of type A
with n vertices:

1 2 n—1 n
) > @ > e > @ I

As proved in [Rinl6, Theorem 1|, any representation of a quiver of type A
(with any orientation) is the direct sum of thin indecomposable representations.
We denote the thin indecomposable representations of ¢) by U, ;, where the
indices 4,7 : 1 < i < j < n are first and last vertex of the subquiver of () where
the indecomposable is supported:

0 C i i C 0
Uij: ° 0;... 0). 1d>... 1d>. 0;... 0).
’ 1 i i n

The projective, injective and simple representations of () then correspond,
respectively, to U, ,,, Uy; and U, ;:

. 0 C i i C
Pi): e—2s ... 0o M, .. _d,gq
1 7 n

C C 0

I(Z) . 1d>. 1d>. 0> 0>.
1 % n

. 0 0 0 C 0 0 0
S(i): e > > ® o > ®
1 A n

We will discuss in Section a parametrisation introduced in [ADF85| for
the representations of quivers of type A, which associates to a fixed represen-
tation the indecomposables (and their multiplicities) that appear in its decom-
position.

Definition 1.2.15. A vertex u in () is a source of the quiver () if there are
no arrows « in 1 such that ¢(«) = u. Dually, a vertex v in @) is a sink of the
quiver @ if there are no arrows « in () such that s(a) = v.

Remark 1.2.16. The projective representation at vertex ¢ is the simple repre-
sentation at vertex ¢ if and only if ¢ is a sink of (). The injective representation
at vertex i is the simple representation at vertex ¢ if and only if 7 is a source of

Q.
The following result holds in any additive category.

Proposition 1.2.17. Let P, P',I and I' be representations of Q. Then:
1. P& P’ is projective <= P and P' are projective;

2. I ® I is projective <= I and I' are projective.
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To conclude this section, we recall some definitions and tools from homolog-
ical algebra and their application to quiver representations.

Definition 1.2.18. Given a quiver () and a family of ()-representations M;, a
sequence of morphisms

---—)MIL>M2fH2M3£>...

is called exact at M; if Im(f;) = ker(f;,,,), and exact if it is exact at every M;.

Definition 1.2.19. A short exact sequence is an exact sequence of the form

0—L-1s M- N—30

for some ()-representations L, M and N.

It follows from the definition of exact sequence that the sequence in Defini-
tion[1.2.19]is exact if and only if Im(f) = ker(g), f is injective and g is surjective.
Note that every short exact sequence of finite-dimensional representations of the
form given in Definition satisfies

dim M =dim L + dim N.

Example 1.2.20. [Schi4l Example 1.10] Consider the quiver Ay and its repre-
sentations

together with four morphisms: f : S(2) — Uio, f = (0,1), g : U12 —
S(1),g = (1,0), f': S(2) = S(1)® S(2),f = (0,1) and ¢ : S(1) d S(2) —
S(1),¢" = (1,0). It is then straightforward to see that both sequences

0— S(2) -5 Urs % S(1) — 0

and
0— S2) L5 s @se) L S(1) — 0

are short exact sequences.

Certain exact sequences of representations, the projective (respectively in-
jective) resolutions, represent a way of describing arbitrary representations of a
fixed quiver by means of projective (respectively injective) representations.
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Definition 1.2.21. Given a ()-representation M, a projective resolution of
M is an exact sequence

o — P — P — P — F— M —0,

where each P; is a projective (Q-representation. An injective resolution of M
is an exact sequence

0O— M —Iy— 1 — 1 — 13— ...,

where each [; is an injective )-representation.

Differently from arbitrary categories, for a representation M in repg(Q) it
is always possible to find projective and injective resolutions that are also short
exact sequences (see for instance [Sch14, Theorem 2.15]). These are the so-called
standard projective resolution of M:

0O— P —F—M—0
and the standard injective resolution of M:
00— M —1y— 1, — 0.

Definition 1.2.22. The projective dimension of M is the smallest integer
d such that there exists a projective resolution of the form

0—>Pd—>Pd_1—>"'—>P1—)PQ—>M—>O.

The injective dimension of M is the smallest integer d such that there exists
an injective resolution of the form

O—-M-—=I01—=05 = =11 —1;—0.

As stated above, for a representation M in repg(Q) there exists standard
resolutions, meaning that projective and injective dimensions of such a repre-
sentation are always at most one. However, this changes if we consider a quiver
with relations (I, I): in this case, the projective and injective dimensions of the
(@, I)-representations can even be infinite.

Now, if we consider M, N € repg (@) and a standard projective resolution

0—P L% M—o0,
we can apply the functor Hom(—, V) to the resolution and obtain the exact
sequence
0 — Hom(M, N) <5 Hom(Py, N) -2 Hom(Py, N) —s Ext!(M, N) — 0,

where Ext' (M, N) = coker(f*) is the first group of extensions of M and
N. Note that this definition of Ext'(M, N) does not depend on the choice of the
projective resolution (as shown, for example, in [RR09, Proposition 6.4]). The
first group of extensions Ext'(M, N) can be defined equivalently as the group
whose elements are the extensions of M by N modulo an equivalence relation:
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Definition 1.2.23. An extension ¢ of M by N is a short exact sequence of

the form 0 — N 5 E —%5 M — 0 for some representation . Two extensions
¢ and €’ are called equivalent if there is a commutative diagram:

\
IR
\

g0 s N ! N 9 s M s 0

its simple representations S(2), S(1) and the following @-representations:

1 0
E: K?K,E’: K:1§K
Then, the short exact sequences

e:0 —— S(2) L

&
<
N
—~
—_
S~—
2\
e}

&0 —— 502 L B L sa) 0

2\

are not equivalent, because F and E’ are not isomorphic.

Definition 1.2.25. An extension of M by N is called split if it is split as a
short exact sequence, that is, if it is equivalent to the short exact sequence:

0 > N s N M s M > 0 .

Then, the first group of extensions Ext' (M, N) is isomorphic to the group
of equivalence classes of extensions of M by NN, where the zero element is given
by the class of the split extension. A more detailed explanation of this group
structure and a proof of the isomorphism can be found, for instance, in [Schi14]
Section 2.4]. From now on, for a fixed quiver @ and M, N € repg(Q)) we use
the standard notation

[M, N] := dimg Hom(M, N), [M, M]" = dimg Ext' (M, M).

Proposition 1.2.26. [Bri(j, Corollary 1.4.3] For any finite-dimensional repre-
sentations M, N of Q with dimension vectors dim M = d" = (dM);cq,,dim N =
d = (dN)icq, we have

dim Hom(M, N) — dimExt' (M, N) = Y " dMdY - Y~ dl(,d}.,

1€Qo a€Q
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Proposition [1.2.26implies, for instance, that dim Ext!(S(i), S(4)) is equal to
the number of arrows from vertex i to vertex j and hence that dim Ext' (S(:), S(i))
- the space of self-extensions of the simple representation S(i) - is the number of
oriented cycles at i. Another consequence of this equality is that the left-hand
side only depends on the dimension vectors of M and N, and is a bi-additive
function in these vectors. This motivates the following definition:

Definition 1.2.27. The Euler-Ringel form of @ is the bilinear form (—, —) :
7)ol x 7|0l — 7, given by

(d",d") = (dim M,dim N) == Y dMdY — > " dl, d), (1.2.28)
1€Qo acQ1

and sometimes denoted by (M, N).

Note that, for a quiver with relations (@, ) and no oriented cycles, the
Euler-Ringel form takes the relations into account and is thus given by

@, ay=> "a¥al - Y diydyy + Y r(i,j)dMdy (1.2.29)

i€Qo ac@ ,j€Q0
(see for instance [Bon83| or [DW02] for details).

Definition 1.2.30. We call a representation M rigid if it has no self-extensions,
that is [M, M]' = 0.

We will discuss later on, in Chapter [3| a few geometrical properties of the
quiver Grassmannian Gre(M) (for some fixed quiver ) and any dimension vec-
tor e) that follow from M being a rigid representation of @) and additional
homological properties of M.
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1.3 The variety of ()-representations

In Section , we defined a quiver representation M € repy(Q) as the assign-
ment of a finite-dimensional K-vector space M; to each vertex in )y and of a
linear map M, to each arrow in ;. By choosing bases, we can identify the vec-
tor spaces M; with K%, where d; = dim M;, and consequently we can represent
each linear map M, for o : i — j, with a d; x d; matrix. This means that,
given a quiver () and a dimension vector d, determining a ()-representation of
dimension vector d is equivalent to giving the linear maps M,.

Definition 1.3.1. The representation space of the quiver () for the dimen-
sion vector d is

Ra = @) Hom(K", K%) = @) Maty, s, (K).

ai—j ai—J

The representation space Rq is isomorphic by definition to the affine space
AT with r =) d; x d;. We consider then the group

ai—jg

Ga = ][ GL4(K),
1€Qo
where GLg, (K) denotes the group of invertible d; x d; matrices, and define
the action of G4 on R4 as

9+ M = gya)Magyn (1.3.2)

for some g = (¢:)icq, € Ga and M € R4q. We write Oy for the orbit of a
representation M under this action, that is Oy = {g- M|g € Gq}.

Example 1.3.3. [Schi4, Example 8.1 Consider the quiver ) = o o
and a dimension vector d = (di,ds). In this case, the representation space
R4 is isomorphic to Matg,«q, (K), the elements g = (g1, g2) of Gq are pairs of
invertible matrices of size d; and dy respectively, and the orbits of the action
defined in are Oy = {g2Mag7 (91, 92) € G4} In other words, Oy is the
set of all matrices whose rank is equal to the rank of M,,.

Example 1.3.4. Let () be the loop quiver () = . Da. Then, for a dimension
vector d = (d), we have R = Mat;,4(K) and G4 = GL4¢(K). The action of
GL4(K) on Matgxq(K) is simply given by conjugation:

g. Ma — gMagil fOI' g € GLd(K)7 Ma S Mathd(K)'

Lemma 1.3.5. [Sch1j, Lemma 8.1] The orbit Oy is precisely the isomorphism
class of the representation M, that is

Oun = {M' € repg(Q)|M' = M}.
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Similarly, the stabiliser Stab(M) = {g € Gq | g+ M = M} of a Q-representation
M is isomorphic to the automorphism group Aut(M) of M.

Lemma 1.3.6. [Schij, Lemma 8.2] Let d € Z". Then

1. for any representation M of dimension vector d, the dimensions of the
varieties Oy, Ga and Aut(M) satisfy

dim Oy = dim Gq — dim Aut(M);

2. there is one orbit of codimension zero in Rq.
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Chapter 2

A special quiver with relations

This chapter is dedicated to defining a quiver with relations, constructing a
rigid representation for this quiver, and lastly studying a relevant class of its
indecomposable representations. In Chapter [4] we will exploit this construction,
together with two different, appropriate choices of dimension vectors, to recover
the Bott-Samelson resolution for Schubert varieties and to realise smooth Schu-
bert varieties as the corresponding quiver Grassmannian, respectively. We fix
the field over which we work to be the field of complex numbers C and do not
specify it further when doing so simplifies the notation. Part of the following
construction and of the results presented in this chapter are included in the
paper [lez25], by the author of this thesis.

2.1 The representation M

Given n € Nsy, we consider the following quiver I' = (I'g, I'y) :

(1,1) (1,2) (1,n)
° s e > > e
(2,1) (2,2) 4 (2,n)
) > @ > ... > @
7 7 .o 7
e — o s . s e
(nt1,1) (n+1,2) (n+1,n)

where each vertex in I'y is labelled by a pair (4, 7), for : = 1,...,n+ 1 and
j=1,...,n. We denote by agf]l)) the arrow going from vertex (i,j) to vertex
(k,1). Then we consider the following relations on I':

(i+1,541) (i,j+1) _ _(i+14+1) (i+1,4)
Gj+1) X5 T Yt Yag) (2.1.1)

15
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fort=1,...,n,7=1,...,n—1, and denote by I the ideal of CI" they generate.
We write (I, I') for the quiver with relations:

(1,1) (12) (1,n)
° y e S > e
1o L O o4

(2,1) (2,2) \ (2,n)
° y e s > e (2.12)
L0 | O | O |
| O N O
e — o s 7 S

(n+1,1) (n+1,2) (n+1,n)

Now, to (I', I') we associate the representation M = ((M; ;)i j)eros (Ma)aer,)
defined as

if s(a)
if s(a)

(,7),t(a) = (i +1,7)
(,9), t(a) = (1,5 + 1)

Lit1

where ¢;,1; denotes the inclusion of C* into C*™, represented with respect to
the chosen basis B = { b1, b, ...,b,1 } by the matrix

lit14 = [ ] .

The relations imposed on I' are trivially satisfied by the representation M:

(2.1.3)

o oo

col o~
co! O

0
0

C id . C id | id | C
[ > @ ? 7 @
12,1 12,1 2,1
O
< < <
2 . 2 . . 2
C id R C id . ¥ id N C
[ > @ 7 e 7 ®
13,2 O 13,2 O 13,2 O 13,2
4 id v d Y d Y
. 7 . 7 7 .o
ln+1,n O n+1,n O ln+1,n O tn+1,n
< < <
n+1 . n+1 . e . n+1
C id C id R id R C
[ J [ 7 7 [ ]

In other words, M is an object in the category reps(I', I) of I'-representations
with relations. We now want to show that M is a rigid representation of (I', I),
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that is, we want to show that Ext'(M, M) = 0. To do so, we first consider the
following subquiver IV of T"

(1)1) 2.1 (271) L3,2 (3u1) 4.3
[ ] > [ J > @ >

> > > e e

’»n—‘—l,n\ (n"".l:l)
7

?

i.e. the equioriented Dynkin quiver A, .1, and call M’ the restriction of the
representation M to I':

C 121 C?2 132 C® 3 tnt1,n CPH1
) > @ > @ > e > [

Lemma 2.1.4. M’ is a rigid representation of T".

Proof. We denote by U, ; the indecomposable representation of A, supported
on the vertices 7,...,7, for 1 <i <75 < n+ 1, that is:

0 0 0

AN AN
S e > @

n+1 )

° 0 . 0 . ° 1d>”_ 1d>
1 i

X !

First, we observe that M’ can be written as the direct sum M’ = @?Ill Uin+t1s
and since dimc Ext%,(Um,Ui’j) =lifandonlyif k4+1 <1< I[l+1<
and zero otherwise (see for instance |[CIFFT17|[Section 3.1]), we conclude that
Extf (M, M) = 0. O

Proposition 2.1.5. M is a rigid representation of (I, I).

Proof. Consider IV and M' as in Lemma and the functor ® : reps(I") —
repe (L, I) defined on R € repg(I”) as follows. For all ¢ = 1,...,n + 1 and
j=1,...,n,weset ®(R);; = R;. Foreacharrowi — i+1inI"and j =1,...,n,
the map ®(R);; — ®(R);41,; is defined as the map R; — R;+;. Finally, for
eachi=1,...,n+1and j =1,...,n — 1, the map ®(R);; = P(R); ;11 is
idg,. From the definition of ®, it follows that ®(M’') = M. As shown in
[Mak19, Lemma 2.3, Lemma 2.5|, ® is an exact, fully faithful functor that takes
projective objects to projective objects. This implies ([Mak19, Corollary 2.6|)
that Extfnl)(@(V), O(W)) = Extj (V, W) for every V, W € repc(I") and i > 0.
In particular, we have

Ext(p (M, M) = Extp, (M', M') = 0.
0

It should be emphasised that M is rigid only as an element of the category
of I'-representations that satisfy the commutativity relations given above. In
other words, self-extensions of M could (potentially) be constructed using I'-
representations that do not satisfy the relations imposed by I.
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2.2 The variety R} of (', I)-representations

As a direct consequence of Gabriel’s theorem (see Theorem , the rep-
resentation type of I' is infinite. Deciding whether the representation type of
(T, I) is finite or not, on the other hand, would require its own detailed study. In
this thesis, we restrict our research to certain representations in repg(I', I') and
show that they can be decomposed as direct sums of indecomposables belonging
to a finite class. The motivation for such a restriction will be explained in Sec-
tion where we introduce our definition of linear degenerations of Schubert
varieties using quiver Grassmannians.

Definition 2.2.1. Let (I', I) be the quiver defined in (2.1.2)) and Rq4 the asso-
ciated variety of representations (see Definition [1.3.1)). We denote by R} the
subvariety of Rq defined as

Ry ={M € Ra|M, = tiy1,Va: (i,j) = (i+1,7),i=1,....,n,5=1,...,n}.

In words, we obtain R4 by setting all the linear maps associated to the ver-
tical arrows of (I, I) to the standard inclusion of C' into C**! (see the definition
in (2.1.3)).

Remark 2.2.2. Because of the commutativity relations on (I', I'), the linear maps
of a representation M in R} associated to the horizontal arrows of (I', I) are
not independent of one another. Let us denote by ff the matrix representation
of the linear map M,, for o such that s(a) = (i,7) and ¢(a) = (4,5 + 1), with
respect to the chosen basis B = {b1,bs,...,b,11 }. The representation M is

then
C fi C 13 et C
. ° S °

2\

~
~

12,1 O 12,1 2,1
a0

~ ~ ~

c? fa c? 13 oot e
[ ) > @ > .. > @
13,2 O 13,2 Q 13,2 O 13,2
r1 J n—1
<4 1 <4 1 <4 1 <

v
~
~

n4+1,n O tn4+1,n O lnt+1,n O ln+1,n

~ ~ ~
1 2 n—1
(Cn+1 fn+l (Cn+1 fn+l v fn+l (Cn+l
e — o e > @

~

We write f] =[] for some a € C, and applying o, after f{ we get to1f7 = [§].

The relation fyig1 = to1f] implies fy = [4?%], for some b,c € C. Similarly, we
see that fi must be fi = [ég%] for some d,e,l € C, and so forth for all

i=1,....,n+1land j=1,...,n— 1. This means that a (', I)-representation
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M in the subvariety RY is determined by the choice of n — 1 upper-triangular
matrices of size n + 1. We denote this tuple by

n—1
= (f71+17--'a 3;11) € HUn—i-la (2.2.3)
j=1

where U, 1 is the subset of Mat,,,; consisting of upper-triangular matrices (dif-
ferent from the subgroup B, of invertible upper-triangular matrices). From
now on, we will focus on studying the (I, I)—representations in the space RY,
in particular by describing their decompositions into indecomposable represen-
tations of (I', ) and how they can be parametrised. Since the representations in
Ry are determined by the choice of f, we will denote them by M/ and, depend-
ing on the context, identify M/ with the tuple (fl.,,..., ') and therefore
write MY = (fL ..., fo).

Let us denote by U"1++") the indecomposable representation of (I', I) de-
fined as:

(h1,eshn)
U/Lm] -

. , (2.2.4)
C ifi>n+1-h

{0 ifi<n+1—h
where 1 < h; <n+1,fort =1,...,n+1and 1 < j < n, and whose linear
maps are

. . (h1yeishn)
[ (h1sehn) id it Us(a),t(a) =C ] (2.2.5)
« 0 otherwise

Each index h; represents the “height” of the first nonzero vector space in
the j-th column of (I', I): this space and all the spaces below it are isomorphic
to C by the definition given in . In order to satisfy the commutativity
relations of (I',I), we further require h; < h; for any j < j" and hy > 0. It
is straightforward to verify that, if h; > 0, the relation h; > hj implies the
existence of the following diagram in (T, I):

[0]
—
id [0] )

e +—— o
0Oy «<—— @O°

id

which does not commute. As shown in Theorem [2.2.12] the definition for the

(T, I) are actually indecomposable.
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Example 2.2.6. Two examples of indecomposable (T, I')-representations of the
form U"hn) are U2 and UR24 | respectively for n+1 =3 and n + 1 = 4:

0 0
[ ] 0 > @ 0 >
: e
0 0 0 v Q v
e ———> @
0 0 0 0
° > @ >
0 O 0
NE + 0 0
U2 — 0 C 24 — | O 1 O
e —— e
C id C id |
[ > @ ?
0 O id
v v id id
C id C N2 O N2 Q
e —— @
C id C id
[ > @ ?

C
o

L
S

Example 2.2.7. For n + 1 = 4, the representations M/ in Ry are determined
by f = (f}, f}) € Uy x Uy. To simplify our notation, when possible, we omit the
row index and only specify the “column” of (I, I) where a linear map appears.
In this case, for example, we write f = (fi, f2) € Uy x Uy. A possible choice is:

|

[es]enlen]en)
OO+ O
[lelel]
—OOoOO
| I |
o
I

which corresponds to the representation

C (0] C 1] C
° > ® > o
12,1 O 12,1 O 12,1
e [8Y] e [8] e
° ) >
Mf = 13,2 O 13,2 O L3,2

o2

The decomposition of M7 is then M/ = U®*00) g U330 g y200) g yLLY g

U©044) g 700.2.2) gy 7(0,0.3)
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Remark 2.2.8. We denote the (unique) projective, injective and simple inde-
composable representations of (I',I) (see Definition by P(i,j),1(i,7)
and S(i, j), respectively. Among them, the ones of the form U("1-")  for some
hi,..., hy, are P(1,5), P(i,1),I(n+1,j) and S(n+1, ). To simplify notation,
we show them in a few examples for the specific case of n 4+ 1 = 4:

€ i C 4 C 0 o € g C
[ ] > @ > @ [ 7 ® 7 @
ido ido id 0@ ido id
€ 4 C d C 0 o € 4 C
[ ] > @ > @ [ ] 7 ® 7 @

pLy= 410 O " pazy=1"0 1O [*

C 49 C 4 C C 4 C
[ ] > @ [ [ ] > @
id O id id 0 O id Q id

C jq €C i C o C i  C
[} [ J [ ] [} [}

\
7

Z
N
(o}
<
o
Z
<
o
Z
N
(ol
Z
N
o
Z
<
o

~
—
\.%
—_
S~—
I
2
A —
a2
yi
Yo
yi
N
o
~
—
N
[\
S~—
I
2
A —e
2
Z
N =
2
yi
N
o

y)
\b—-
o
<
o
y]
N
o
y)
AR
o
y]
\b—l
[oW
y)
<
o

C 0 0 C i C 0
PN S N ¢ 4 0 ., o
C 1d\(C id\(c 0 0 0 0 0
[ > ©® > ©® [ ] > @ > @
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that is, P(1,1) = U% P(1,2) = U [(4,1) = UL [(4,2) =
U0 1(4,3) = U4 and S(4,2) = UOL0),

Some examples of injective and simple indecomposables of (I',I) that are
not of the form U"h2:73) are the following:

¢ 4 ,¢ i, e 0,3 0.3
1d© 1d© 0 OQ OO 0
. ld>(2 >2 . 0>2 0>2
0
uzmz\OO 0(5 Posey=1L 0 PO
0 0 0 0 o C o 0
[ ] > @ > @ [ ] > @ > @
OO 0 0 0@ 0@ 0
0 ()\0 0\0 0 O\C 0\0
[ ] > @ > @ [ ] > @ > @

Example 2.2.9. We defined in Section [2.1] the representation M:

C id . C id id | C

[ 7 ® 7 .. 7 ®

12,1 12,1 2,1

o O

~ ~ ~

2 . 2 . . 2
C id R C id L ¥ id N C

[ 7 @ 7 .. 7 ®

A R T I NG

. . . )

v id N id N id N

. 7 7 . 7

ln+1,n O ln+1,n O tn41,n O tn+1,n

,
~ ~ ~
n+1 . n+1 . hd . n+1
crt id crt id R id R C
[ ] _— [ ] 7 .. 7 o

which is the element of R} that corresponds to the choice fé 1= f 2 = =
"l =id. Its decomposition is M = UrFl-nth) g ghe.n) g gn-t..n= 1) >
U Uut-l) = P(1,1)® P(2,1) ®---® P(n,1) ® P(n +1,1). Since
it is a direct sum of projective (I", I)-representations, M is a projective (I, I)-

representation as well.

Remark 2.2.10. In Example 2.2.9) we found that the representation M is a
projective representation of (I', I'), which implies that the projective dimension
of M is zero (see Definition . Furthermore, we can construct an injective
resolution of M to show that the injective dimension of M is one. We define the
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injective representations Iy, I; of (I', I') as the following sums of indecomposable
injective representations:

n—+2 n+1

L=EImn+1n), L =EI16n).
i=1 =1

Then we consider the sequence

£:0 y M y Iy —2— I, > 0

where ¢ is the surjective map projecting Iy onto I; such that Im(f) = M =
ker(g) and f is the corresponding embedding of M into Iy, meaning that ¢ is a

short exact sequence.

Example 2.2.11. In dimension n 4+ 1 = 3, the representations M, I, and I; of
Remark 2.2.10] are:

C id c ct id ct cs id c3

L
S
L
S
L
L
L
L

|
|

g ~ v v ~ ~

cs id C ct id ct ¢ id
o —— e o —— s o .

S

[ @l

Theorem 2.2.12. All representations in R4 can be decomposed as direct sums
of the indecomposable (T, I)-representations Uhihn)

Proof. First, we observe that the (I, I)-representations U("#) are indecom-

posable, because they are thin and all linear maps connecting two one-dimensional
vector spaces are identity maps (the only proper subspace of a one-dimensional
vector space is the trivial subspace, which is the domain or codomain of only
the zero map). To show that all representations in R4 can be decomposed as
their direct sums, we recall from that each representation M7 in RY is
determined by the choice of f = (fl.,...,fr) in H;:ll Upy1: every other
linear map f/ corresponding to the horizontal arrow (i,§) — (i,7 + 1) of (I, I)
is represented by the appropriate submatrix of f,{ 41 (ie., it is the restriction of
7, to C%), while all maps corresponding to vertical arrows of (T', I) are fixed
as the standard inclusions C* < C**!. In other words, any indecomposable
representation appearing in the decomposition of M/ must be a representation
of (I, I) whose linear maps associated to the vertical arrows are either zero or
identity maps and such that, if the linear map associated to a horizontal arrow
(i,7) = (4,7 + 1) is zero, then all linear maps associated to arrows of the form
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(i,k) — (i,k+ 1) for k > [ are zero. Then, we consider the subquivers of (I', I)
that start at (i,1) and end at (i,n), fori =1,...,n+ 1 (i.e., each row of (', I)
is considered as a subquiver). These are equioriented Dynkin quivers of type
A,,, and we know (see Example that their indecomposables U, are thin
and given by connected intervals [a,b] with 1 < a < b < n. The statement
then follows by applying this description of the indecomposables U, ; to all the
considered subquivers of (I', I), starting from the topmost row downwards; the
definition of each fj’ as the restriction of f,{ +1 to C ensures the commutativity
of all arising square diagrams. O]

Our goal now is to find a way to parametrise the representations in R4
or, more precisely, to parametrise their isomorphism classes. We recall from
Lemma that the isomorphism classes of the representations of a given
quiver coincide with the orbits under the action of Ga = [[;¢q, GL4,(K), defined
on the variety Rq as

9+ M = gyayMag )

for ¢ = (¢i)icq, € Ga. The action of Gg4, however, is not compatible with
the restrictions we impose on the (I', I')-representations when we consider the
subvariety R4 of Rq: for M/ € RY, the representation g - M/ € Rq is isomorphic
to M7 but is not, in general, an element of R4. This is because the linear maps
associated to the vertical arrows of g+ M/ are not, in general, of the form Lit1,is
the standard inclusion of C' into C*™! (see Definition for the conditions
defining RY). For this reason, we consider instead the action of the maximal
subgroup of G4 that is compatible with the definition of the subvariety Rj:

Definition 2.2.13. Given a representation MY = (fL1.,,..., f"]) € Ry, we
denote by O, the orbit of M/ under the action of G4 = [[}, By41, where
B, 1 is the group of invertible upper-triangular matrices of size n + 1, defined
as

he MT = (hofd (hTY haf2 bty ha frihety)

n

for some h € GY.

Now we can reformulate our goal: we want to parametrise the orbits O ;
under the action of G or, equivalently, we want to parametrise the classes of
representations in RY that are isomorphic via a morphism in [[ | B,i1. We
denote such isomorphisms by

B
M7= Mo, (2.2.14)

and say that f and ¢ are in the same B-isomorphism class, or B-orbit, of
representations in 2.

Remark 2.2.15. As shown in Remark [2.2.2] the linear maps f/ of a representa-
tion MF = (fl ..., f")) € Ry, for i < n+ 1, are the restrictions of f2,; to
C'. This means that, if we denote M9 == h - MY for some h = (hy, o hy) € GY,
the linear maps g; of MY for i < n+ 1 are the restrictions of ¢} ,, to C'. In
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other words, the action of h on M7 on the linear maps (f,..., f"'), for a
fixed i < n+1, is given by the action of the restrictions to C’ of the fixed maps
(hi, ... hn) on (f}, ..., f~1). We clarify this through the following example.

Example 2.2.16. Consider the quiver (I", I) for n+1 = 3 and its representation

MY for some f = (f}) = [ggiﬂ € Us:
C [a] C
e ——— @

4 {8 b d} <+
¢ looil ©
e —— o

The orbit of M7 under the action of G4 = Bs x Bs is

O4yr = {hafshi*|(h1, he) € By x Bs}

. Tl T2 T3 Y1 Y2 Y3 )
and, if we denote h; = [ 8 T 15} and hy = [ 8 us ys], then the representation
X

6 Y6
M9 :=h-Mis

M9

Il
(@
™)
§H
Pye!

where
ab Tr1 T2

gt =lw]lell=]™, a=[%n]E0T 0]

1 Y1 Y2 Y3 abd z1 x9 w3 1L
93:|:Uy4y5]|:005]|:0x4x5:| .
0 0 ye 001 0 0 =6

Remark 2.2.17. The row (or column) echelon form of a matrix f € U, can be
obtained via the action of h € B,,11 X B,41 given, as in Definition 2.2.13] by
h-f = hofh{': the effect of this action is “sweeping upwards” and “sweeping
to the right” of the pivots of f, allowing us to transform f simultaneously into
its reduced row and column echelon form. We consider then this form as the
standard representative for the orbit of f: it is an upper-triangular matrix
whose entries are all equal to 0, except for at most one entry equal to 1 in each
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row and column. Such matrices (in general, not upper-triangular) are known
as partial permutation matrices, a term employed, for instance, in [KMO05]
and [MSO05].

Example 2.2.18. For n + 1 = 3, the standard representatives of the orbits
under the action given in Definition [2.2.13 are the following matrices:

6 001} 7 [010} 8 [010} 9 [100] 10 [000]
=|010 = {001 =000 = 1000 = {010
f [000 f 000 f 001 f 000 f 000’
11 000:| 12 |:000:| 13 |:001:| 14 |:010:| 15 |:000]
=000 = {001 = 1000 000 = 1000
f [001 f 000 f 000 f 000 f 000
These represent the 15 orbits of the form

Oﬁ\/[f = {h2f31h1_1|<h1,h2> - Bg X B3},

where f} € Us is the linear map defining the representation M7 of Example
2.2.16l

Remark 2.2.19. Because of our definition of (T, I) (see Section [2.1)), considering
orbits of the form given in only makes sense in dimension n + 1 = 3: for
n+ 1 = 2 the quiver is not defined and, for n+1 > 3, the (I", I)-representations
consist of sequences of more than one linear map. However, computing how
many such orbits exist for a generic dimension n + 1 is straightforward: the
number of orbits O, in dimension n + 1, where M 7 is determined by one
n + 1 x n + 1 upper-triangular matrix, is the n + 2-th Bell number, defined

recursively by
n+1
n+1
busz = ) ( N )bk.

k=0
This number is obtained by counting (recursively) the possible configurations
of pivots of an n+ 1 x n+ 1 upper-triangular matrix of any rank between 0 and
n + 1.

2.3 Two parametrisations for the representations
in Iy

Differently from Example 2.2.18) understanding and counting the orbits O},
in a generic dimension is a more complex question: the base changes performed
by the action are not independent of one another, because the linear maps of a
representation M f share source and target vertices.

In order to prove that there are finitely many orbits O,; under the action
given in Definition and to parametrise such orbits, we recall a result for
the Dynkin quivers of type A,, (with any orientation) presented in [ADF85|. Let
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Q. be a quiver of type A,,. Consider a Q,,-representation A = (Ay,..., A1)
and any pair of indices u, v such that 1 < u < v <m. Let gofv denote the linear
map going from the direct sum of the vector spaces relative to all the sources
to the one relative to all the sinks between u and v (included u and v) whose
components are
Vot ® Vi = Vs,
(2,2) = (A1a(2) = Arro )

where A, for p=1t—1,t+ 1, is the composition of all the maps A; going from
the sources s;_1 or s;11 to the sink s;.

Theorem 2.3.1. [ADF85, Proposition 2.7] The orbits of the Q,,-representations
A under the action of Ga = [[}~, GLq4,(K) are parametrised by the sets of non-
negative integers N4 = { N2} cucocm defined as

NA =rkpd  ifu<w
NA =dimV, ifu=v

Let us now return to the question of parametrising the orbits O ,, under
the action given in Definition [2.2.13] First, we define the following sequence of
non-negative integers:

Definition 2.3.2. Given a representation M/ € R4, the rank vector of M/
is /= ((rl{s),(rzfjmk)), forl,i=1,...,n+1,s=1,...,n,k=1,...,i+1 and
1 <j; <js <n—1, where r{s = dim(MlJ;) and

rzfjm/@ = dirn(Im(f{2 0---0 fz?ifl) NIm(e; 10 0tgp—)) for k=1,...,1

rl = dim(Im(f oo fITHYNCH) for k=i+1

ij1j2k °

(2.3.3)

In words, the first part of r/ is the dimension vector of M/, while the
information encoded in the second part of the rank vector of M7 consists of
the dimensions of all possible intersections of the images of the linear maps
that determine M/. When k = i + 1, the number 7/ . 1s exactly the rank of

ij1j2
f:j2 O .- of,jil'
Example 2.3.4. The rank vector associated to the following (I", I)-representation:

C [0] C
. °

12,1 O 12,1

Mo B9 e

i
<
i
S
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is r/ = (dim(Im(f}) N C"), dim(Im(f}) N C'), dim

(Im(fy) N C?), dim(Im(f3) N
CY), dim(Im(f}) N C2), dim(Im(f}) N C?)) = (0,0, 1,0, 1

,2).

In order to show that the rank vectors parametrise the orbits O3 ,,, we need
the following technical Lemma:

Lemma 2.3.5. The rank vectors of the indecomposable (I', I)-representations
of the form UM=hn) = defined in , are independent as elements of the
free Z-module 7N, where N denotes the number of entries of any rank vector
in dimension n + 1.

Proof. We proceed by induction on the number of columns in the support of
the indecomposables. For the base case, we observe that the indecomposables
of the form U") supported on only one column of (', I) can be regarded
as the following indecomposables of the equioriented quiver of type A,:

0 0 0 C
[ ] [ ] [ ] [
0 0 0 1
0 C
° 0 ¢ 1
? N Y Y ~
0 1
~ C ~ C
[ Ce ®
0 1 1 1
C C C C
® [ ] [ ] [

The dimension vectors of such indecomposables form a basis for the dimension
vectors of all the indecomposables U1-+) and therefore their set of rank
vectors is an independent set. For all other indecomposables - that is, the ones
supported on more than one column - in order to prove the independence we
need to consider the second part of the rank vectors as well.

For the induction step, we assume the claim to be true when the number of
columns in the support of the considered indecomposable V' is at most m—1 (for
some m > 1) and want to prove it for the indecomposables obtained by adding
one column to the support of V. Let us denote such indecomposables by V.
We call 7 the number n+1— hpm—1, which is the first row in the m — 1-th column
where the dimension vector of V' is not zero. Because of the condition h, < hy
for every a < b, which holds for all indecomposables of the form U1 ) we
know that the first row in the m-th column where the dimension vector of V'
is not zero can be at most 7. Now, if this row is exactly 7, then the rank vector
of V' is:

v _ \% \% |4
r = (O, Ce ,07 7‘271’m71’i, 0, Ce 70, T%727m717%, O, e 70, 1, 0, e ,O, T%+1,1,m71,’2’
|4 ’170’ 14 14 14

r%+1,1,m—1,2+17 T o >T%+2,1,m—1,27 r:i+2,1,m—1,:£+1’ r%+2,1,m—1,%+2’ T

1,0,...,1,...,1)
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. . / ! !
where the 1s in red correspond, respectively, to ¥ v v

tym—1,m,2 " i+lm—1,m,i’ r%+2,m71,m,%
and so on until rr‘;jr L i Because of the definition of the index 7, the corre-
sponding entries of the rank vector r" (and of the rank vectors corresponding
to indecomposables with support smaller than the support of V') were zero,
meaning that the set of all rank vectors of the indecomposables considered so
far is an independent set in Z" when we add r"" to it. Similarly, we know that

. V/ V/ V/ .
the entries of r” from Tttt PO Tntlm—1mnt1 (the last entries) are ones.

If, instead, the first row in the m-th column where the dimension vector of
V' is not zero is ¢ — 1, then the new 1s in the rank vector r'" correspond to all
entries labelled by ¢,m — 1,m, ¢’ where £ > 7 and ¢ — 1 < ¢’ < ¢, and therefore
the set of all rank vectors of the indecomposables considered so far plus r' is
an independent set. We proceed analogously if the first row in the m-th column
where the dimension vector of V' is not zero is ¢ — 2: then the new 1s in r"" are
the entries labelled by ¢,m — 1,m, ¢ for £ > 7 and i — 2 < ¢’ < 7, and so forth
until the first row in the m-th column where the dimension vector of V' is not
zero is the first row of (I', 7). Adding all such rank vectors to the preexisting
set of rank vectors does not change its independency in Z". This proves the

statement in the induction step and concludes the proof. ]

The following example illustrates the idea of the proof of Lemma [2.3.5 in
dimension n + 1 = 3:

Example 2.3.6. We write all the indecomposables of (', I) of the form "1/
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and their rank vectors for the case n +1 = 3:
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?

c 1 C cC o9 0 0 o C 0 o O
e — O e — @ e — o e — @
ol o b bol Po
UlZ C 1 (O U2 C 0 0 7U3 = 0 0 C , U4 C 0 0
e — o e — o e — @ e — ©®
ol o b ol ol
C 1 C C 0 0 0 0 C C 0 0
e — o e —— o e — © e — @
0 0 0 0 0 0 0 0 0 0 0 C
e — o e —> o e —— o e — @
Po b b b bo b ol
U5: 0 0 C , U6 =0 0 0 7U7 =0 0 0 7U8 = C 1 ¢
e —> @ e — o e — @ e —— @
ol P b ol ol
0 0 C C 0 0 0 0 C C 1 C
e — @ e — @ e —— @ e —— @
0 0 C 0 0 0 0 0 0 0 0 0
e — o e ——> o e — o e —— o
Po b Po Po b Po
ng 0 0 Cc , UlOZ C 1 C , UH: 0 0 (G U12: 0 0 0
e — O e — @ e — @ e —— O
bo b o b bo b bo b
C 1 C C 1 C C 1 C C 1 C
e — o e — o e — o e — @
' =(1,1,1,1,1,1,1,1,1,1,1,1), r¥" =(1,1,1,0,0,0,0,0,0,0,0,0),
r’” =(0,0,0,1,1,1,0,0,0,0,0,0), " =(0,1,1,0,0,0,0,0,0,0,0,0),
r”” =(0,0,0,0,1,1,0,0,0,0,0,0), " =(0,0,1,0,0,0,0,0,0,0,0,0),
rUg:(

0717171)1717071717171’1)’
I'Ulo - (07 ]-7 ]-)07 17 170?07 170’ ]" 1)’
I'U12 - (0,0, 1)0707 170?07070’0’ 1)

0,0,1,1,1,1,0,0,0,1,1, 1),

)
= ( )
= ( )

r’" = (0,0,0,0,0,1,0,0,0,0,0,0),
= ( )
= (0,0,1,0,1,1,0,0,0,0, 1, 1),

11
I‘U

It is easy to verify that these twelve rank vectors are independent (and there-
fore a basis of Z!'?) by inserting them as rows in a matrix and using Gauss
elimination.

Now we can state the first main result about the B-isomorphism classes of
representations in Ry.

Theorem 2.3.7. Two representations M/, M9 in RY are in the same orbit
under the action of Gy given in Definition if and only if v/ = r9.

Proof. (=) We suppose that M/ and MY are B-isomorphic and at the same

time there exist 7, ji, jo, k such that rlfjljzk #* rf’jmk. If £ # 1+ 1, the parameters



2.3. TWO PARAMETRISATIONS 31

rland Y correspond to the dimension of the intersections of the images
ij1j2k tj1j2k

of the compositions of the linear maps coloured in red:

J1 Jj2 J1 J
C f] f], C C 91 91 C
o > . > @ [ > . > ®
wom oml | Oom O
v v
J1 J2 J1 Jj2
c? fg v f2 c? 9o v 9o
N\ N\ . N\ N\
7 e 7 e 7 e 7 e
Lk k—1 Qbk,kfl QLk,kfl Lk k—1 OLk,kfl Qbk:,k—l
rJ1 72 J1 J2
<+ I N2 I N2 <+ 95 N2 9% N2
. 7 e 7 e e 7 e 7 e
Lii—1 Q Lii—1 Q Lii—1 Lii—1 O Lii—1 Q Lii—1
J1 J2 J1 J2
NA fL N2 f, N2 NA 9; N2 9; N2
7 e 7 e e 7 e 7 e

If k=141, then Tlfjmk + Tfjlek means rk(fij2 0---0 fij_l) #+ lfk(gg2 0---0 gfl)~

The hypothesis M/ é MY means that there exists an isomorphism ¢ of
representations in reps(Q, I) (represented by an an invertible, upper-triangular
matrix) such that gp(MZ-’j ;) = M, for all 4, j. In particular, ¢ is an isomorphism
when restricted to the subquivers of type A,,:

Lk, k—1 Lk k—1

Lii—1 Lii—1

; -J1 J2 ; J1 J2
c* fz . f7 N2 Cc* 9; 9; N

We apply Proposition 2.7 of to these subquivers. The isomorphism ¢
between M7 and M9 then implies

rk((f2 o0+ o fI") = (tii—10 o) = k(g0 0gl") = (tii—10 0ty p1))

and

1"k(fij2 0--+0 me) = ﬂ{(gf2 0. oggl),

contradicting the assumption rj; ., 7 77 ...

( <= ) We need to show that, if r/ = r¢ then M/ =2 M9. This is equivalent
to proving that to a fixed rank vector r/ corresponds exactly one decomposition

into indecomposables: M/ = @U (h1,-hn) — This correspondence is directly
implied by Lemma [2.3.5 O



32 CHAPTER 2. A SPECIAL QUIVER WITH RELATIONS

Example 2.3.8. Theorem provides an alternative proof to the fact that
the matrices representing all orbits in Example define, in fact, represen-
tations that are not B-isomorphic. We write their rank vectors without the first
six entries, since the dimension vector of all (I', I)-representations in RY is fixed

(in dimension n 4+ 1 = 3) as (1,1,2,2, 3, 3):
' =(1,1,2,1,2,3), " =(1,1,2,1,2,2), v =(1,1,1,1,1,2),

r/* =(0,0,1,0,1,2), /" =(1,1,1,1,2,2), r’* =(0,0,1,1,2,2),

v/ =(0,1,1,1,2,2), r’°=(0,1,1,1,1,2), v =(1,1,1,1,1,1),

( )

( )

I'flo = (07071707171 1 = (0707070707 rf12 070’07071’1 ’
I‘f13 :(07070717171 ’ = (0717171717 O’O’O’O’O’O :

), rf’ 1), =
), rf’ 1) =

15
rf

) Y

Definition 2.3.9. We call the parametrisation of B-isomorphism classes of
(T, I)-representations in RY given in Definition r-parametrisation.

As mentioned in Example [2.3.8] once some assumptions are made on the
considered representations (for instance, their dimensions vector), part of the
data provided by the r-parametrisation is redundant. We introduce now a sec-
ond, more compact parametrisation for the (I, I)-representations in RY. First,
let us recall the definition of Matrix Schubert varieties and a few facts from

INSO5].

Definition 2.3.10. [MS05| Definition 15.1] Let w € Maty,; be a partial permu-
tation, meaning that w is a k£ x [ matrix having all entries equal to 0 except for
at most one entry equal to 1 in each row and column. The matrix Schubert
variety X, inside Maty; is the subvariety

X ={Z € Maty | tk(Zpxq) < tk(wyxq) Y, q}
where Z,,, is the upper-left p x ¢ rectangular submatrix of Z.

We denote by B, the Borel subgroup of invertible lower-triangular matrices
in GL;. It follows from Definition that matrix Schubert varieties are
preserved by the action of B, x B; on Matyy, defined as (b=,b)-Z = b=Zb~!
(the effect of this action is “sweeping downwards” and “sweeping to the right”).
The following proposition implies that B, x B; has finitely many orbits in
Mathl.

Proposition 2.3.11. [MS03, Proposition 15.27] In each orbit of By, x B on
Matyy; lies a unique partial permutation w, and the orbit is contained in X ,,.

The orbits of B, x B; on Maty,; can then be parametrised by rank arrays:
given a partial permutation w, r(w) is the k x [ array whose entry at (p,q) is
rk(wyx,). Since this array describes the upper-left submatrices of w, we call this
parametrisation north-west parametrisation. It follows from Proposition

2.3.11| that two matrices Z, Z' lie in the same orbit if and only if r(Z) = r(Z’).
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Furthermore, [MS05, Lemma 15.19] and [MS05, Theorem 15.31| imply that the
orbit of w’ under the action of B, x B; lies in the closure of the orbit of w
(with respect to the Zariski topology on Maty;) if and only if r(w') < r(w),
where the "less than or equal to" relation is intended componentwise on the
rank arrays.

Let us now recall the group action we considered in Definition [2.2.13] On a
matrix M in Mat,, 1, this was defined as (hy, hy)+ M = hoMhi", for (hy, hy) €
By11 %X Bpy1. As observed in Remark [2.2.17] the effect of this action is “sweeping
upwards” and “sweeping to the right”, meaning that the ranks of the lower-left
rectangular submatrices of M are preserved. In general, however, the group
G4 =11, Bns1 of Deﬁnition acts on a tuple of n—1 matrices (in ambient
dimension n+1). Our next goal is to show that the north-west parametrisation
for matrix Schubert varieties can be adapted to our context, that is, we want to
describe the orbits O, in terms of ranks of certain submatrices obtained from
M = (Floye oo f10) € Ry

Definition 2.3.12. Given M7/ = (f}.,,..., f*]) € Ry, we define the south-
west array of M/ as

J2 o1 :
Sf — (anJrlO ofn+1) = (rk( TJLil O+.++0 riil)pxq)

for1<p<g<n+land 1l <j <jo <n—1, where ( iilo“'of{zﬂﬂ)pw is
the lower-left p x ¢ submatrix of f2%,0---0 fll .

In words, the south-west array of M/ contains the lower-left ranks of all
possible compositions of the linear maps that define M/ in RY. Since all these
matrices are upper-triangular, we only consider the lower-left ranks computed
at entries (p, q) for p < ¢. In order to better visualise this information, we write
the components (s EEBLE 3711+1) of s/ as upper-triangular matrices as well, so that
each entry contains the value of the corresponding south-west rank.

Example 2.3.13. We consider again the (I', I)-representation of Example m
and write its south-west array:

C [0] C
e —— o

12,1 O L2,1
M e 89 e
e —— o

13,2 Q 13,2
~ [8 (1) 8} ~
c3 c3
001 °

In ambient dimension n + 1 = 3, the south-west array consists of only one

matrix:
=(1:])
= ([:13]).
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Theorem 2.3.14. Two representations M7, M9 in RY are in the same orbit
under the action of GY given in Definition if and only if s = 9.

Proof. ( = ) If O}, = O}, there exists an element h € Gy such that
he MY = M9, ie. hoft  hi" = gliy, hafi hy' = g2, and so forth. This
means that

o =0

J J
MIn+1 M1

J1

]ilo...o n+1and

for all j, and analogously for all the possible compositions f;,

g2, 0---0gl . By [MS05, Proposition 15.27], this implies s/ = s9.

( <= ) The claim that M7 and M9 lie in the same G4-orbit when s/ = s9
is a direct consequence of the fact that, if s/ = s9, then r/ = r9 (where r/
is the rank vector of Definition . This is true because, given a south-
west array, the process of recovering the corresponding rank vector yields a
unique result. We illustrate the (technical) operations in Figure . To simplify
notation, we fix one upper-triangular matrix g and show how the rank vector
rf is recovered from the south-west array s?. The entries of rY are given by
ry, = dim(Im(gx) NIm(eg x—10- - -0t;-1)), where g denotes the restriction of g to
CF: Then, the statement follows by applying this construction to o 0fih,
forall1 <j; <jo<n-—1. O

Example 2.3.15. Consider the following matrix in Uy:

and its south-west array:

f115

g *

57 = *x 01 [
* ok ok |

from which we want to compute the rank vector r? following the method ex-
plained in Figure[2.1] First, we set r{; == s{; = 1, rf, = 2, rf; .= 2 and r§, = 3.
For r§,, we go over the outer while loop one time and find 7§, := 1. In words,
r§; can only be 0 or 1, and we decide it is 1 by looking at s}, and s{,. Simi-
larly, we find 7§, := 1 and rJ, := 2 by considering s{;, s3; and sJ;; notice that
r{, < min{k,}, which means that it is often not necessary to go over all the
steps given in . For instance, we can set rj; := 1 because we already found
r{, = 1 and it cannot be greater than 1. The same reasoning can be applied to
9y = 2 and r{; := 3. In conclusion, we find precisely

g _— g g g g g g g g g g _
r’ = (7“11,7”21,7'22,7"31,7’32,7’33,7”41,7’42,7"43,7“44) - (17 1727 17 27 27 1727373)7

the rank vector of g.
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input ;89
output i rd
begin
g . 9
1= S

rie = si, for all k
forl<li<k<n+1do

if s{, =0 then

‘ g, =0
end
else
dimtemp = 0
j=1
old s{; =0

|+
end

if s{,,; =0 then

end
9 . 9
old s7; = s7;
end
g . :
ry, = dimtemp
end
end
return r?
end

// they describe the same rank

// go over k,l and determine all ry,
// all entries of submatrix are zero

// temporary counter
// J goes over columns
// to see where rank increases

while j < k and dimtemp <[ do
while s{; = old s{; do
// to find j where s,

increases

// now s{; has increased by one

‘ dimtemp++ // the increase contributes to 1y,

// re-start check

Figure 2.1: recovering r¢ from s9

35
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Chapter 3

Background on quiver
Grassmannians, flag varieties and
Schubert varieties

3.1 Quiver Grassmannians

In this section, we provide some background on quiver Grassmannians and a
few examples and facts that will be useful later on.

Definition 3.1.1. Given a quiver () and a (Q-representation M, a subrepre-
sentation of M, denoted by N = ((Ni)icqy, (Ma In,.,)acq:); 18 & represen-
tation of @ such that N; € M; for all i € Qo and My(Nya)) S Nya for all

Oéte.

In other words, the chosen subspaces have to be compatible with the linear
maps of the fixed representation M.

Example 3.1.2. We fix a basis B = {by,bs,b3,b4} of C* and consider the
following quiver with its representation M = ((C*, C* C*, C*), (id,id, id, id)):

1000 o 1000
[0100} [0100}
0010 0010
0001 0001
M: c4
[ )
1000 1000
[0100} ct [0100}
0010 o 0010
0001 0001
An example of a subrepresentation N of M is N = (({b1), (b1, ba), (b1, bs), (b1, ba, bs)),
([, 141, [é g} [é ﬂ)), which has dimension vector dim(N) = (1,2,2,3). The

matrices representing the linear maps appearing in /N are the restrictions of the

37
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identity maps to the chosen subspaces. A sequence of subspaces that cannot be-
long to any subrepresentation of M is, for instance, ((by), (b1, ba), (b1, bs), (b1, ba, b3)),
because 1d(<b1, b4>) g_ <b1, bg, b3>

Definition 3.1.3. Consider a quiver (), a )-representation M and a dimension
vector e € Z‘ig such that e¢; < dim M; Vi € @)g. The quiver Grassman-
nian Gre(M) is defined as the collection of all subrepresentations N of M with
dim Nl =€ for all 4 c QQ.

Analogously to Grassmannians and flag varieties, non-empty quiver Grass-
mannians can be realised as closed subvarieties of products of Grassmannians,
via the close embedding

t:Gro(M) — H Gr(e;, M;)

1€Q0

which sends a subrepresentation N of M to the collection of e;-dimensional
subspaces N; of M;. The relations defining (pointwise) the subvariety associated
to a given quiver representation and a dimension vector are given in [LW19] and
called quiver Pliicker relations:

Definition 3.1.4. [LWI19] We consider a quiver (), a Q-representation M, a
dimension vector e for the quiver () and fix bases for all vertices. Let M,
be the matrix representing the linear map associated to an arrow a € )y, let
T = €5(a) and s = e€,). Then, the quiver Pliicker relations arising from M, are
the polynomials in the variables {p; : I € ("M@} U {p,: J € (M)}
with coefficients in K:

T~ dim( My,
Po={ Slgn(j;],J)-(Ma)ivj.pluj.ptj\i|]6< ( <>))7

€M\ ied r—1

Je (dim(Mt<a>))}

s+1
where sign(j; I, J) = (—1)#{jle‘]:jq/}*#{idbj}.

Note that, to define Gro(M) in a product of projective spaces, we need to
consider the standard Grassmann-Pliicker relations (explained, for instance, in
[LB0O9, Section 9.5]) for each vector space as well as the quiver Pliicker relations.
Later, in Chapter [6] we will discuss a tropicalisation of the quiver Pliicker
relations.

We present now a few examples of quiver Grassmannians with very different
geometric properties and structures. It is known, in fact, that quiver Grass-
mannians can be anything: the fact that every projective variety arises as a
quiver Grassmannian was proven in |Reil3|], and later generalised in [Rinl§|
by showing that every projective variety arises as the quiver Grassmannian of
every wild quiver.
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Example 3.1.5. For the quiver consisting of one vertex and no arrows, defining
a (finite-dimensional) representation M means to choose a dimension m for the
vector space assigned to the vertex. Then, for a positive integer k& < m, the
quiver Grassmannian Gr) (M) is isomorphic to the Grassmannian Gr(k,m),
i.e. the projective variety that parametrises vector subspaces of dimension & in
a vector space of dimension m.

Example 3.1.6. [[re20, Example 4| Consider the quiver Q) = e e of
type Ay and the following ()-representation:
2 10 2
m= & lool g
If we choose e = (1,1) as dimension vector, then the quiver Grassmannian
Gre(M) is the union of two P's crossing in one point and is therefore a con-
nected, equidimensional curve of dimension one with two irreducible compo-
nents and one singular point. We can obtain a non-equidimensional quiver

Grassmannian with similar geometric structure by changing the dimension of
the considered vector spaces. For the Q-representation:

and again dimension vector e = (1, 1), the quiver Grassmannian Gre(M ) is the
union of a P? and a P! crossing in one point, and so is a connected projective
variety of dimension two with two irreducible components (of dimensions one
and two) and one singular point.

Example 3.1.7. [[re20), Example 5| Non-connected quiver Grassmannians can
easily be obtained by exploiting quivers with parallel edges and the compati-
bility conditions given in Definition defining subrepresentations. Consider
the Kronecker quiver Q = 1 ——————<¢ 2 , a 2 X 2 matrix A with two distinct
eigenvalues and the Q)-representation:

i

M = CQ;?;(CQ.

Then, for e = (1, 1), the quiver Grassmannian Gre(M) consists of two distinct
points (the two eigenspaces) and hence is a zero-dimensional projective variety
with two connected components.

Example 3.1.8. The complete flag variety Fl,,; is defined (as a set) as
Flg,={VocWVic---CcV,cC"dim(V;)=0,i=1,...,n},

i.e. it parametrises chains of vector subspaces in ambient dimension n + 1. In
[CIER12], the authors realise the (linear degenerate) flag variety as the quiver
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Grassmannian associated to certain representations of the equioriented quiver of
type A,,. In particular, the complete flag variety Fl, | can be realised as follows.
Consider the the equioriented Dynkin quiver @) of type A with n vertices. We
fix the Q-representation M with M; = C**! for i = 1,...,n and M, = id for
all arrows «:

T N A i CnHt
o > e o > e
and the dimension vector e = (1,2,...,n). Then, the quiver Grassmannian

Gre(M) consists precisely of the subrepresentations N of M with dim(XV;) = 4,
i.e. full flags of vector subspaces.

Since every projective variety arises as a quiver Grassmannian, it is clear that
studying quiver Grassmannians in a general case would not be fruitful. Hence,
their study needs to be restricted to particular cases, for instance by considering
quivers or quiver representations with special properties. One possible, very
rewarding restriction is to consider Dynkin quivers, in particular equioriented
quivers of type A. We will discuss in Chapter [5|a family of quiver Grassmannians
for such quivers which realises the linear degenerations of the flag variety Fl,. .

The rigidity of a representation (see Definition , together with some
further assumptions, yields certain geometrical properties of the associated
quiver Grassmannians, for any dimension vector e. For example, as shown
in [CIFRI2, Proposition 2.2|, if a Q-representation M with dimension vector
d is rigid and Ext'(N, L) vanishes for two generic representations N and L of
dimensions e and d — e, then Gre(M) is non-empty, smooth, and has dimension
(e,d — e) (the Euler-Ringel form given in Definition [1.2.27).

We briefly recall the representation M of the quiver with relations (T, I)
defined in Section 2.1k

C id . C id | id C

. 7 . 7 cee 7 .

lLQ,I Q lbzl O lbz,l
o O

c? id c? id 1 id c?

° y e y > e

13,2 Q 13,2 O 13,2 O 13,2

4 id 4 id 4 id 4

2\
~
~

n4+1,n O n41,n O ln+1,n
e

2 2 2

(C'n+1 . Cn+l . $ . (Cn+1
° id ° id e id s e

We showed in Proposition that M is a rigid representation of (I, I).
Now we exploit this result, together with a few homological properties of M,
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to characterise the quiver Grassmannians Gre(M) associated to M for any di-
mension vector e.

Proposition 3.1.9. Given (I',I) and M as above, the quiver Grassmannian
Gre(M) is a smooth and irreducible projective variety for any dimension vector
e. Its dimension is (e,dim(M) — e).

Proof. As shown in Proposition M is a rigid representation of (I, 1),
therefore the irreducibility of Gre(M) follows directly from [IEFR21, Proposi-
tion 3.8]. In order to prove the remaining claims, we show that all hypotheses of
[IFR13|, Proposition 7.1] hold. The representation M has projective dimension
zero, since it is a projective representation of (I", I) (see Exaumple7 and Re-
mark [2.2.10]shows that the injective dimension of M is one. It is straightforward
to verify that the quotient algebra CI'/I has global dimension two, since it can
be realised as the tensor product of two well-known path algebras. Namely, we
consider the path algebra of the cartesian product of an equioriented A,, quiver
and an equioriented A, ;; quiver and take the quotient over the commutativity
relations on all resulting squares. It is known that the global dimension of the
path algebra of any type A,, quiver (for n > 2) is one (see, for instance, [Sch14]
Section 2.2]). Then, we apply [Aus55, Theorem 16| and obtain that the global
dimension of CI'/I is the sum of the global dimensions of the path algebras of
the two quivers of type A,,. O

Extensive discussions and characterisations about special classes of quiver
Grassmannians can be found, for instance, in |CI11, [CTE12, TFR13] [CIFR12]
CIFE™17, [CTFR17, ICIFET20, Tre20, TEFR21, [LP23| [FLP23| [FLMP24].

3.2 Flag varieties and their Schubert varieties

Flag varieties are fundamental objects of study in algebraic geometry, due to
their rich structure and their connections to various fields, such as representation
theory, combinatorics, and commutative algebra. We have already seen in Ex-
ample how the complete flag variety Fl,.; is defined in C"*!: it is the alge-
braic variety consisting of flags, i.e. sequences of subspaces Vo C V; C --- C 'V,
where dim(V;) = ¢ for all 4. The group of invertible matrices GL, .1 acts natu-
rally on Fl,, 1, and the quotient GL,, 1 /B,11, where B, ;1 is the Borel subgroup
of GL,,11 consisting of upper-triangular matrices, is isomorphic to the complete
flag variety. The orbits under the action of B, 1 on GL, 1 /B, are the Schu-
bert cells, which are isomorphic to affine spaces and form a stratification of
GL,41 /Bpny1. Their closures in GL,, 11 /B, 41 are the Schubert varieties, which
are, in general, singular varieties; at the end of this section, we briefly recall
their desingularisation via Bott-Samelson varieties. Our main references for this
section are [Ful97, [LB09, Bri05, BLO0).

Definition 3.2.1. A sequence of subspaces V.=V, Cc V, C --- C V,, Cc C**!
such that dim(V;) = i for all i is a complete flag in C"*'. We denote by Fl,,,
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the set of full flags in C"*! and, given a basis B = { by, b, ...,b,41 }, we denote
by F'. the standard flag (b;) C (by,b9) C --- C (b1,ba,...,bns1)

Remark 3.2.2. Since we fixed basis B of C""!, we can represent a flag V. in
Fl,.1 by the invertible n + 1 x n + 1 matrix whose first column spans V;, first
and second columns together span V5, and so on. The group GL,,; then acts
transitively on Fl,,; by matrix multiplication.

The set of full flags can be equivalently realised as the quotient GL,,+1 /B, 1,
and has therefore the structure of a projective variety. This can be seen by
embedding the set of full flags in the appropriate product of Grassmannians:

Floyy = Gr(1,n+1) x Gr(2,n+1) x --- x Gr(n,n + 1)

and imposing the incidence relations V; C V. for ¢ = 1,...,n, which allow us
to identify Fl, 1 as a closed subset of Gr(1,n+1)xGr(2,n+1)x---xGr(n,n+1)
(more precisely, Fl,,; is obtained as the zero locus of the Pliicker relations
ILB0O9, Section 9.5]).

The Borel subgroup B, 1 C GL, 1 acts (not transitively) on Fl, 1, and this
action provides a stratification of Fl,1:

Proposition 3.2.3. [Bri)j, Proposition 1.2.1]

1. Fl,yy s the disjoint union of its B,1-orbits, and each orbit X corre-
sponds to a permutation w in S,y1 (the symmetric group on n + 1 ele-
ments).

2. Further, denoting by X,, the closure of Xy in Fl,1 with respect to the
Zariski topology, we have

Xp= U X,
u<w

where “<” denotes the Chevalley-Bruhat order on Sy,y1.

The relation © < w holds under the Chevalley-Bruhat (partial) order on S,, 41
if every reduced expression of w contains a subexpression which is a reduced
expression for wu.

We give now an equivalent definition for the Schubert cells - and for their
closures - in Fl,,;. For the purposes of this thesis, we will focus on their
combinatorial aspects and on some known characterisations of singularity for
Schubert varieties.

Definition 3.2.4. For w € 5,11, the Schubert cell X is
Xy ={V.€Flyyy:dm(F,NV) =#{k<q:wk)<p}for1<pg<n+1}.

Definition 3.2.5. The Schubert variety X, is defined as the closure in Fl,,4
of the cell X, that is

Xy =A{V.€Flpyy :dim(F,NV) > #{k<q:wk)<p} for1<pg<n+1}.
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We observe that the conditions on the intersections between the F), and the
V, imply, for each pair p, ¢, one of the following : F, C V,, F, D V,, F; =Vj or
F,NV,=U with 0 < dim(U) < min{p,q}. A minimal set of conditions that
imply all the conditions defining a Schubert variety X,, has been described in
terms of essential sets of the permutation w (see [Ful92, Section 3] or [GR02,
Section 4]).

Each Schubert variety X,, is an irreducible subvariety of Fl, 1, and its di-
mension is given by the number of inversions in w, called length:

Uw) = #{i < j:w(i) >w())}.

The length of a permutation w is also the minimal number of simple transpo-
sitions needed to form a decomposition of w, called reduced decomposition:
W = Sy) - S1, where s; denotes the swap of ¢ and 7 + 1. We recall that, in
general, a permutation admits more than one reduced decomposition. As men-
tioned above, the Schubert variety X,, consists of the cell X, which is open and
dense in X,,, and of the cells corresponding to permutations that are smaller
than w with respect to the Chevalley-Bruhat order on S, ;.

For the purposes of this thesis, we consider the intersections £, NV, instead
of the standard V, N F in the definition of Schubert varieties, and to simplify
the notation we write r;’ for the numbers # { k < ¢ : w(k) < p} We represent
a permutation w in S by listing its (naturally) ordered images, that is, its
one-line notation w = [w(1)w(2)...w(n)].

Example 3.2.6. Forid = [12...n+ 1] and wo = [n + 1n...1] in Sy, it is
easy to compute from Definition the Schubert varieties of minimal and
maximal dimension, respectively X, = {F.} and X,,, = Fl,41.

Smooth Schubert varieties were characterised combinatorially in [LS90]: a
Schubert variety X, is smooth if and only if w avoids the patterns [4231] and
[3412]. We recall that a permutation w = [w(1)w(2)...w(n)] avoids a pattern
7 if no subsequence of w has the same relative order as the entries of 7. In
[GRO2, Theorem 1.1], the authors prove that this pattern-avoiding condition is
equivalent to X, being defined by non-crossing inclusions:

Definition 3.2.7. (JGR02, Section 1]) A Schubert variety X,, is defined by
inclusions if the defining conditions on each V, (see Definition are a
conjunction of conditions of the form V, C F), and V, D Fj, for some p and s.
A pair of conditions V, C F}, and F,; C Vj is crossing if ¢ < ¢’ and p > p'.

If X, is defined by inclusions and its conditions do not contain any crossing
pair, then X, is defined by non-crossing inclusions.

Example 3.2.8. All permutations in S3 are defined by non-crossing inclusions.

In S5, the permutation w = [31542] avoids both patterns [4231] and [3412],
which means that X, is defined by non-crossing inclusions. We can compute
these inclusions using Definition [3.2.5; a flag V. is in X, if and only if

‘/IQFZ% Flg‘/QgF:% Flg‘/37 Flg‘/;l
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The same conditions can be described without redundancy as £} C V5, C Fj,
which is a pair of non-crossing inclusions.

A permutation in S5 that yields crossing inclusions is, for instance, 7 =
[45312], which contains the pattern [3412]. A flag V. is in X, if and only if
Vi € Fy, Fy C V.

Finally, the permutation 7 = [53421] in S contains the pattern [4231] and
defines a non-trivial condition on X, that is not an inclusion: a flag V. is in X
if and only if dim(F5 N V3) > 1.

There exist several constructions to desingularise Schubert varieties, but for
the purposes of this thesis we only introduce their Bott-Samelson resolution.
These are equivariant desingularisations of Schubert varieties in G/B (or, more
generally, in G/P for a parabolic subgroup P C G), and they can be thought
of as “towers” of P!-bundles; for a more detailed background see, for instance,
[AF23, Chapter 18|.

Definition 3.2.9. ([HMP20, Definition 3.1]) Given a permutation w € S,
of length N and a reduced decomposition w = s;,, - - - s;,, the Bott-Samelson
variety BS(s;, ---s;,) is a subvariety of (Fl,.1)" defined as follows:

BS(siy -+ 5i,) = {(VO, V. VN € (Fl )Y VP =VFEVE=1,... N,
Vi=1,...,n,i# i}

where V0. = F. = (b1) C (by,by) C -+ C (b1, ba,...,b,11), the standard flag
in Fanrl'

Example 3.2.10. We fix the permutation w = [43251] € S5 and its reduced
decomposition w = $1595351525154. The elements V°®. of BS(s1525351525154) are
given by tuples of seven complete flags, each living in Fl5, of the following form:

(b1) C (b1,ba) C (by,ba,b3) C V', Viicvecvy cv),
V2 C (b1, ba) C (br,bo,bs) C V., ViiCcvy Ccvy v,
Vi C V5 C (bi,ba,bs) C V7 VICVecw cVy,
Vit C V3 C (b, b, bs) C V.

Remark 3.2.11. In Chapter [d we will consider some opportune reduced decom-
positions of (any permutation) w and show how the Bott-Samelson resolutions
of X, corresponding to such decompositions can be realised as a certain quiver
Grassmannian. The Bott-Samelson varieties corresponding to different reduced
decompositions of the same permutation w are birational (see [AEF23||Chapter
18, Lemma 2.1]), and therefore they are all birational to the constructed quiver
Grassmannian.



Chapter 4

Schubert varieties and quiver
(Grassmannians

Schubert varieties have already been linked to degenerate flag varieties and to
quiver Grassmannians. Two recent examples of such connections are in [[L14],
where the authors show that any type A or C degenerate flag variety is isomor-
phic to a Schubert variety in an appropriate partial flag manifold, and later in
|CIFR17|, which proves that some Schubert varieties arise as irreducible com-
ponents of certain quiver Grassmannians.

In this chapter, we get back to the quiver with relations (I', ) and its repre-
sentation M defined in Section 2.1 We will consider the quiver Grassmannian
that corresponds to opportune choices of a dimension vector for the quiver
(T, I); this projective variety, as shown in Proposition is always smooth
and irreducible. We will prove two separate results for Schubert varieties: for
a certain choice of dimension vector, our quiver Grassmannian recovers the
Bott-Samelson resolution for Schubert varieties (see Definition and, for
a different choice of dimension vector, it is isomorphic to any chosen smooth
Schubert variety. The following results are part of the paper “Quiver Grassman-
nians for the Bott-Samelson resolution of type A Schubert varieties”, written
by the author of this thesis and made available at [Iez25]. We present them in
the context of this thesis, providing useful examples and more extensive back-
ground.

4.1 Recovering the Bott-Samelson resolution for
Schubert varieties

We consider the quiver (T', I) and its representation M constructed in Section
2.1] and fix a permutation w in S, ;1. The conditions that define the elements V.
in X, are of the form dim(F,NV,) > #{k <q:w(k) <p}, for1 <p,qg <n+1
(see Definition . Notice that for ¢ = n + 1 and any p these conditions are
trivial, since n + 1 is the dimension of the ambient space C**!, and therefore it

45
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is enough to consider ¢ =1,...,n.
Now we define the dimension vector r* = (r}?;) for the quiver (T', ) as

reo=#{k<jrwk) <i}, i=1..,n+1, j=1...,n  (4L1)

Before introducing the Bott-Samelson resolution for Schubert varieties, let us
make a few remarks about this definition for the dimension vector r*, in partic-
ular about how its entries change as we move from w to permutations that are
bigger than w with respect to the Bruhat order in S,,,1. The following lemma
describes which (unique) row and which columns of the dimension vector are
affected, and how they change, when we left-multiply by a simple transposition
which increases by one the length of the permutation we are considering.

Lemma 4.1.2. Consider r;’%q =#{j<q:w()<p}for1<pg<n+1and
a fired w € S,y1 (see Definition m Then, for a simple transposition s; such
that ((s;w) = £(w) +1, the numbers 15 = #{j < q: sap(j) < p} are given by

{Tif;":?“;'fq—l ifp=iand g <q < gin
S;W __ W :
Toid = Tpa otherwise

where ¢; = w'(i) and g = w (i + 1).

Proof. 1t is straightforward to verify that, since s; only swaps ¢ and ¢ + 1, the
count is not affected when p # i or when p=iand ¢ < ¢; V ¢ > gis1-

If p=1iand ¢; < g < ¢41, there is exactly one j that satisfies j < ¢ A w(j) <
p but not j < g A s;w(j) < p, that is j = ¢;, and so in this case the count
decreases by one. O]

Example 4.1.3. We fix w = [34251] € S5 and compute the corresponding
dimension vector r according to the definition given in (4.1.1)):

0000
0011
=111 2 2
1 233
1 2 3 4

Then we apply s3, obtaining w = szw = [43251], and we know from Lemma
that r* differs from r* only at entry ry:

'-SS

Il
_—_ o oo
DN = OO
w w N = O
BN — O
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Remark 4.1.4. An important consequence of Lemma [4.1.2| is that some infor-
mation about the reduced decompositions of w can be read directly off the
corresponding dimension vector. In Example {.1.3] for instance, we can com-
pare r* to the dimension vector corresponding to the identity in Sj:

1111
122 2
=112 3 3
1 2 3 4
1 2 3 4

and observe that ry, = ri2‘712 — 2. By Lemma , this can only happen if the
simple transposition sy appears at least two times in any reduced decomposition
of w. Similarly, we deduce that s;, s3 and s; appear at least one time in any
reduced decomposition of w. The converse is also true: if a simple transposition
s; appears k times in all reduced decompositions of a given permutation w (that
is, there are k instances of s; that are not part of any braid s;s;,1s; or s;118;8;11),
then there exists an entry in the i-th row of the dimension vector r* that has
decreased by k from its value in r'. We do not include a proof of this statement
as it is not relevant to the purpose of this section, but an idea of the strategy can
be found in the proof of Theorem since knowing that these k instances
of s; are not part of any braid allows us to describe which simple transpositions
can appear between them.

Now, we want to show that the quiver Grassmannian Grw (M) is isomorphic
to certain Bott-Samelson resolutions of X,, (see Definition and Example
. In order to do so, we consider the following type of reduced decompo-
sitions for permutations in S, 1:

Definition 4.1.5. Let w € 5,41 and denote by R = (R,,),forp=1,...,n+1

and ¢ = 1,...,n, an element of Gryw(M). We call a reduced decomposition
w = s, -+ S951 geometrically compatible if [in, ..., i2,01] = [r;fq] for all
the p, ¢ such that
Tpg <D
T;@liq > T;Ufl,q ’ (4-1-6)
Tzl:q = T;@qu—l
where the notations [iy, ..., 4,4] and [r}) | indicate nonordered multisets.

Remark 4.1.7. The r), that satisfy the conditions listed in are the di-
mensions of exactly those subspaces R, , of CP that are not trivial and do not
coincide with a subspace to their left or above them. Fixing an element R in
the quiver Grassmannian Grpw (M) means precisely to make a choice for all such
subspaces 7, ,. Hence the name "geometrically compatible" decomposition: it
is a reduced decomposition of w from which we can read the dimensions of all
the subspaces that are relevant to determine R.
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Because of the geometrical significance of the conditions given in (4.1.6)), we
will interchangeably refer to the ', and to the R, , that satisfy these conditions.

Example 4.1. 8 We consider w = [43251] and the corresponding dimension
vector r as 1n Given any subrepresentatlon R in Grpw (M), the subspaces
whose dimensions satlsfy all conditions in are Ry 3, R39, Ra1, R 3, Ra2, Ra3
and Rs4. Their dimensions are, in order, 1,1,1,2,2,3, and 4, so a geometrically
compatible decomposition of w contains three s;, two S, one s3 and one sy.
The decomposition w = s;595351525154 considered in is geometrically
compatible, while, for instance, w = 3515951535254 is not.

To show that all permutations admit a geometrically compatible decompo-
sition, we first characterise the subspaces appearing in (4.1.6), that is, what
follows from the fact that a certain R, , is not a trivial subspace of C? in terms
of the reduced decompositions of w. Recall that the length of a permutation
w can be equivalently defined as the number of inversions appearing in w or as
the number of simple transpositions that form any reduced decomposition of w.

Lemma 4.1.9. Givenw € S, and a subrepresentation R = (R, ) in Gryw (M),
withp=1,....n4+1 and ¢ =1,...,n, the number of subspaces that satisfy all

conditions in (4.1.6)) is exactly the length of w.

Proof. We denote by N the length of w and write w = s;,, - - - s25;. By Lemma
| the left-multiplication of each s;, results in a new subspace (namely

Ri, 114, , for ¢; as in the notation of Lemma [4.1.2) satisfying the conditions
in - On the other hand, applying one simple transposition cannot cause
two new subspaces to satisfy the conditions in - because all the affected
entries of the dimension vector decrease by the same amount. ]

Lemma 4.1.10. Let w € S, 41 and R any subrepresentation in Grpw(M). If
the ry), that satisfy the conditions in (4.1.6) are all distinct, then w admits a
geometrically compatible decomposition.

Proof. In order for a subspace of dimension d to satisfy the conditions in (4.1.6)),
the simple transposition s; must appear at least once in any reduced decompo-
sition of w. If this weren’t the case, by Lemma the d-th row of r" would
be equal to the d-th row of r'é, which would imply that all subspaces appearing
in R of dimension d have to coincide with C? - and therefore do not satisfy
the conditions in (4.1.6). The result then follows immediately from Lemma
4.1.9] O

Remark 4.1.11. A straightforward consequence of Lemma[4.1.2]is that if the re-
duced decompositions of w € 5,11 consist of all distinct simple transpositions,
then they are geometrically compatible. As shown in the lemma, each of these
transpositions s;, affects the corresponding row of the dimension vector, result-
ing in the subspace R;, 1, (which has dimension i) satisfying the conditions

in (L.10).
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We recall the following notation from Lemma [4.1.2} if we left-multiply a
permutation w by a simple transposition s;, we denote by ¢; the pre-image
w™(j) of 7 via w.

Lemma 4.1.12. Let w € S,41 with reduced decomposition w = s;, ...8;,, S; @
simple transposition such that ((sjw) = £(w) + 1, and R;i14, the subspace that
satisfies the conditions in if R is any subrepresentation in Grps;w (M)
(but does not satisfy them if R is in Grew(M)). Then, the dimension of Rj 1,

18 5 for somej' < j. In particular, j < j can only happen if all reduced decom-
positions of s;w are of the form s;w = s;js;y ... S;, ..., where i, = j for some
k such that iy # j+ 1 for all k <t < N.

Proof. The first statement is almost straightforward. A subspace R, , can sat-
isfy the conditions in only if p > dim(R,,) + 1, and we know from
Lemma that the only effect of s; on the corresponding dimension vector
is to decrease certain entries in row j by one. By Definition of the di-
mension vector, all entries are bounded by their corresponding numbers of row
and column (which implies that a dimension j' can only appear from row j’
downwards), and so the dimension of R;,, cannot be greater than j.

For the second statement, we know that an index k such that i = j exists:
as stated in Remark [£.1.11] if the simple transpositions appearing in the reduced
decomposition of s;w were all distinct, then the dimension of R;,,, would be
J. Then, we suppose that s;;; occurs between these two instances of s; and
look at which entries of the dimension vector decrease when w is left-multiplied
by s;. According to Lemma , the entries in columns ¢; and ¢; + 1 (and
possibly more) would decrease by one, meaning that the subspace R;1,, for
R € Grysjw(M), cannot satisfy the conditions in (4.1.6)), which contradicts the
assumption. 0

Remark 4.1.13. Lemma [4.1.12] provides a characterisation of when braid moves
are possible in a decomposition of w € S, ;1 in terms of the dimensions of the
subspaces R, that satisfy the conditions in ([{.1.6)), for R € Gryw(M). The
second statement in Lemma 4.1.12| implies that if a transposition s; appears k
times in all reduced decompositions of w (i.e. these k instances of s; are not part
of any braid move) then there are (at least) k subspaces R, , of dimension i that
satisfy the conditions in . On the other hand, if we apply s; after w and
obtain a reduced decomposition of s;w that is not geometrically compatible,
we know that it is possible to perform a braid move on s;s;_1s;. This follows
from the fact that we can move s; to the right via commutation until we find an
instance of s;_1, and similarly move the second instance of s; to the left until
sj—1 (841 cannot occur in between by Lemma [4.1.12)).

For instance, we saw in Example a reduced decomposition for w =
[43251] that is not geometrically compatible: w = s3515281535254. We obtain
W = $183582835815254 by commutation on the two occurrences of s3, then perform a
braid move as described above and get w = s1525359515254. Finally, we perform
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a braid move on s,5159 and obtain the geometrically compatible decomposition
of w shown in Example [L.T.8} w = $1525351525154.

Theorem 4.1.14. All permutations admit a geometrically compatible decom-
position.

Proof. Let us denote by t the total number of repetitions in a given reduced
decomposition of a permutation (i.e. how many times any simple transposition
is repeated) and by m the difference between the length of w and t. We prove
the statement by double induction on m and t.

The base case of the induction (m = 1 and ¢ = 0) and the induction step
onm (m > 1 and t = 0) follow directly from Remark a reduced de-
composition of w without repetitions consists of distinct simple transpositions,
and is therefore geometrically compatible. For the induction step on ¢ we show
that, if a permutation with ¢ > 0 repetitions admits a geometrically compatible
decomposition, then a permutation with ¢ 4+ 1 repetitions admits a geometri-
cally compatible decomposition (for any m > 1). Let w = s;, ...s; with ¢
repetitions be a geometrically compatible decomposition of w. We denote by
d; the number of subspaces R, , of dimension ¢, for R € Grw (M), that satisfy
the conditions in (4.1.6). Since the fixed decomposition of w is geometrically
compatible, we have #s; = d; for all i. Let then w' = s;w = s;s;, ...s; such
that w’ has t + 1 repetitions, which means j = i, for some k, and such that
l(w') = L(w) + 1. If the corresponding new free subspace appearing in R has
dimension j, then this reduced decomposition of w’ is already geometrically
compatible. If not, then by Lemma the dimension of the new free sub-
space must be ; < j, and therefore d; has increased by one. As described
in Remark4.1.13] we move s; via commutation and perform a braid move:
W' = 8;Siy ... Sy = Sin-.-5j8j-15j...8i; = Siy ...S5j_15;5j_1...5;, which de-
creases by one #s; (the number of occurrences of s;) and increases by one #s;_1.
Now, if 7 = j — 1 we have again #s; = d; for each 4, meaning that this reduced
decomposition of w’ is geometrically compatible. Otherwise, we denote by w
the subword of w starting from the second instance of s;_;: W = s;_1...s;,
and observe that w has t repetitions. Therefore, by the induction hypothesis,
w admits a geometrically compatible decomposition. We know that the current
decomposition of w is not geometrically compatible, because the number of S5
appearing in w is d; — 1. The geometrically compatible decomposition of w
must then be obtained by performing a sequence of braid moves until the braid
541538541 = S38;,15;. Each braid move decreases by one the number of s;14
and increases by one the number of s;, for j — 2 < 1 < j. Since the number of
all other transpositions appearing in @ (and in w’) is not changed during this
process, in the end we get #s; = d; for all 4, which means that we obtained a
geometrically compatible decomposition of w’. O]

Theorem 4.1.15. Given a permutation w € S, and a geometrically compati-
ble decomposition w = s;,, - - - s1, the Bott-Samelson resolution BS(s;, -+ s;,) of
the Schubert variety X,, is isomorphic to the quiver Grassmannian Gryw(M).
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Proof. Given a geometrically compatible decomposition w = s;, - - - 51, we de-
fine a map ¢, according to the correspondence between the ordered set of

indices of the transpositions appearing in w and the vector space R, , for any
R € Grpw(M):

Yw  {iny .. i1} = {n+ 1} x {n}

with ny == #{j : j < k,i; = ix} and my == #{j : j > k,q;; < q(k) < qi;41},
where ¢;; and ¢;, 1 are defined as in Lemma

We prove the statement by induction on the length of w € S,.;. For
w = id, the corresponding Bott-Samelson resolution and quiver Grassmannian
coincide since they consist of a single point. We then denote w' = s;, | -+ sy,
and assume BS(s;,_, ---s;,) = Grps (M), where the isomorphism is given by
Y- This means that the explicit correspondence between an element V*. €
BS(siy_,**-si;,) and a subrepresentation R’ € Gr,.(M) is V) = R, .
therefore they are defined by the same inclusion conditions. We now con-
sider w = s;,w’ such that {(w) = £(w’') + 1. The image of iny via ¢, is
(p(N),q(N)) = (in + 1+ ny,iny + my): we need to show that the subspace
Ry(ny,q(vy 18 isomorphic to the subspace VZ]]:,’ , whose defining conditions are
Vb C VZ]JX C V¢ for b,c < N and a < iy < d. By the induction hypoth-
esis, the subspaces R,u)qp) and R, q) realise respectively Vb and Vi for
all such a,b,c,d. We observe that the dimension of R,n)qn) is in due to
the choice of a geometrically compatible decomposition of w. The statement
then follows from the fact that R is a subrepresentation of M, which implies
Ryq C Ryiwvyqvy © Ry g for all p < p(N),q < q(N), p' > p(N),q" > q(N) and
so in particular for p = p(b),q = q(b), p' = p(c), ¢ = q(c). ]

Corollary 4.1.17. Since the Bott-Samelson resolutions corresponding to dif-
ferent reduced decompositions of the same permutation are birational, they are
all birational to Grpw (M).

Example 4.1.18. Given a permutation w’, the map ¢,, defined in Equation
describes explicitly which subspace R, ,, for R € Grmw(M), becomes
a nontrivial subspace of C' when s; is applied to w’, with f(w) = f(w') +
1. Consider, for instance, the geometrically compatible decomposition w =
51525351 525154 of Example[f.1.§8], where s; appears three times, as s;,, s;, and s, .
The images of i, 74 and 77 via the map ¢,, defined in are (io+14+ng,is+
mg) = (2,3), (i4+1+n4,i4+m4) = (3,2) and (i7+1+n7,i7+m7) = (4, 1) The
one-dimensional subspaces Ry 3, R32 and R4, which correspond respectively to
the subspaces V2, V;* and V{7 considered in [3.2.10] can be visualised at the red
vertices of (', I):
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4.2 Realisation of smooth Schubert varieties

In Section .1 we recovered certain Bott-Samelson resolutions for Schubert
varieties by defining the dimension vector r* for the quiver (I', I) as

= k< (k) <}

for all 4,5. In this section we give a construction for a different dimension
vector for the quiver (I', ), denoted by e", and show how the corresponding
quiver Grassmannian realises the Schubert variety X, if it is smooth, i.e. if w
is pattern-avoiding. We recall from Section [3.2] that a permutation w € S,
corresponds to a smooth Schubert variety if and only if it avoids the patterns
[4231] and [3412], and that this is equivalent to X, being defined by non-crossing
inclusions (see Definition [3.2.7)).

Consider again the quiver (I',I) and its representation M constructed in
Section , and fix a permutation w in S, that avoids the patterns [4231]
and [3412]. Fori=1,...,n+ 1 and j =1,...,n, we now define the dimension
vector e = (ej’;) for the quiver (I, I) as:

6;1’)]- = 7’3}]- if T;:i)j — mjn{i’ ,]}
or % = 0 : (4.2.1)
Cij = maX{@;U—Lja 6%_1} if0<ry < min{i, j}

Notice that the value of r{’; is either 0 or 1 (according to w) and falls therefore

under the first case of Definition (4.2.1), meaning that e, is well-defined.

Example 4.2.2. We compute the conditions defining the flags V. in X, for
w = [65124837] € Ss according to Definition [3.2.5, denoting dim(F, N'V;) by
d

p.q-
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i1 >0 di2>0 dig>1 dya>1 disz>1 dig>1 diz>1 dig>1
dy1 >0 doo>0 dog>1 dosu>2 dos>2 dog>2 doy>2 dag>2
d31 >0 d3p>0 d3z>1 d3g>2 dss>2 dyg>2 dgr>3 dzg>3
di1 >0 dio>0 dyg>1 dysa>2 dasg>3 dag>3 da7>4 dyg>4
ds1 >0 dso>1 ds3>2 dsy>3 dss>4 dsg>4 dsy>5 dsg>5
deg > 1 dep>2 dez3>3 dea>4 des>5 deg>5 dey>6 dgg=>6
dry>1 dep>2 di3>3 diy>4 dis>5 dig>5 drg>6 deg>7
dgg > 1 dgo>2 dgz3>3 dgga>4 dgs>5 dgg>6 dgy>T7 dgg>38

Since w avoids the patterns [4231] and [3412], X, is smooth and defined by
non-crossing inclusions. These inclusions, which follow from the inequalities

above, are:
Vi C Fg, Vo C Fg, Iy C V3 C Fg, Fy C Vi C Fg,

FQC%CF@,FQC%,FﬁCV’?.

The corresponding dimension vector e” obtained from (4.2.1)) is

(4.2.3)

0011111
0012222
0012223
w_|00 12224
0012225
1234556
1234556
1234567

By reading each entry ¢, as the dimension of the intersection Fj, NV, and
comparing e* with the defining conditions in (4.2.3)), we see how e“ encodes
the same information on V..

Theorem 4.2.4. If w € S,,41 avoids the patterns [4231] and [3412], the quiver
Grassmannian Grew (M) is isomorphic to the Schubert variety X,,. The isomor-
phism s given by

¥ ¢ Grew(M) = X,

(4.2.5)
N — N.

where N. = Nn+1,1 - Nn+1,2 c.--C Nn+1,n~
Proof. By the definition of M and e", we have
Nut1j € Npy1,j+1, Aim(Npy15) =

for all j, implying N. € Fl,;;. Since w avoids the patterns [4231] and [3412], all
flags V.=V, CV, C--- CV, in X, are defined by conditions of the following
form: for each ¢ € {1,...,n}, V, is defined by F), CV, C F), for some p,, p.
These conditions are equivalent, respectively, to dim(Fp/q NVg) = min(p, q) = p,
and dim(F,, N'V;) = min(py, ¢) = ¢. The definition of the dimension vector e*
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(in the first line of (4.2.1))) imposes on N. exactly these conditions, meaning that
Fy C Nyt1,4 C Fp, for all g and the corresponding Py Pq- The statement follows
from the fact that, whenever the condition dim(F;NV;) > #{k < j:w(k) <i}
is not defining for V. (i.e. it is redundant), the corresponding subspace N; ; in

N. is set to either N;_; ; or V; ;_; (second line of (4.2.1))). O

Remark 4.2.6. The flag variety Fl,,; can be defined equivalently as the quotient
G /B, where G = GL, ;1 and B C G is the Borel subgroup of upper-triangular
matrices (a construction explained, for instance, in [Bri05][Section 1.2]). Let
T be the torus subgroup of B consisting of diagonal matrices, then the left
multiplication by 7" on G induces a T-action on G/B. In this setting, the
Schubert varieties in G/B are realised as the Zariski closures of the orbits in
GG/ B under the action of B, and they are invariant under the T-action. From this
fact and from Theorem [.2.4], we get an action of T" on the quiver Grassmannian
Grew (M) induced by the action of T"on M, which is in turn induced by the left
multiplication of 7" on the elements of the chosen basis B = { by, b, ..., b,11}
of C"** (it is also straightforward to check that, if N is an element of Grew (M),
then T'- N is still in Grew(M)). Furthermore, following from its definition in
(4.2.5)), the isomorphism ¢ : Grew(M) — X, is T-equivariant, i.e. p(t- N) =
t-p(N) forallt € T and N € Grew(M).



Chapter 5

Linear degenerations

This chapter is dedicated to a type of construction known as “linear degener-
ation”. First, we discuss linear degenerations of flag varieties and recall a few
results about them. Then, we introduce our definition of linear degenerations
of type A Schubert varieties and summarise the research carried out so far. In
general, to degenerate means to consider a family of varieties over A!, such that
all fibres over A! \ {0} are isomorphic - the general fibres - and their limit is
the special fibre over 0. The term "linear", employed for instance in the study
of linear degenerations of flag varieties, refers to the linear conditions that de-
termine the variety: we vary the defining linear maps and describe how the
corresponding fibres behave.

5.1 Linear degenerations of flag varieties

In [CIFR12, Proposition 2.7|, the authors realise the linear degenerate flag vari-
ety as the quiver Grassmannian associated to representations of the equioriented
quiver of type A,,. This family of varieties has then been extensively studied,
for instance in [CIFFT17, ICIFFT20]. Our main reference for this section is
[CIFE™17], and in particular we will focus on the notion of flatness of a cer-
tain morphism of varieties. Recall that, in Example we described how to
realise the flag variety Fl,,, as a quiver Grassmannian. This is a special case
arising from the following construction.

Let V be a vector space of dimension n + 1, for n > 1, and fix a basis
B = {b,by,...,bys1}. We denote by f = (fi1,..., fn_1) sequences of linear
maps of the form

v Dy Ly ey ey

which can be seen as closed points of the variety R = Hom(V,V)"~!. As defined
in (|1.3.2), the group G = GL(V)" acts on R via

g- f = (nglgflu g3f29;17 s 7gnfn71g;711)-

95
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We consider then tuples of subspaces U = (Ui,...,U,) in V such that
dim(U;) =i for i = 1,...,n. These can be seen as closed points of the product
of Grassmannians

Z=Gr(l,n+1)xGr(2,n+1) x - x Gr(n,n+ 1),
on which the group G acts by translation:

g- U= <91U17g2U27 cee 7gnUn)

Definition 5.1.1. Two tuples f € R and U € Z are called compatible if
fi(U) CUgq, fori=1,...,n.

Definition 5.1.2. The universal linear degeneration of the flag variety
Fl,.4 is the variety defined as

Y = {(f, U) : fz(Uz) - Ui+1 for all i = 1,...,71},

i.e. the variety of compatible pairs of sequences of maps and sequences of
subspaces.

Now, since GG acts on R and Z, it acts componentwise on Y, and some
properties of Y can be derived from the two separate actions on R and Z by
considering the fibres of the projections 7 : ¥ — Rand p : Y — Z. The
projection p : Y — Z is G-equivariant, which means that it commutes with
the action of G: g-p((f,U)) = p(g+(f,U)) forall g € G,f € Rand U € Z.
Moreover, the space Z is a homogeneous space under the G-action, meaning
that the action is transitive, hence Y is a homogeneous fibration over Z. If we
fix a tuple U € Z, we can identify its fibre via the projection p with

n—1

[ [ Hom(U;, Uir) ® Hom(V;, V),

71
where V; is the complement of U; in V. These facts imply that Y is a homo-
geneous vector bundle over Z, and therefore it is smooth and irreducible. On
the other hand, if we fix a tuple of linear maps f € R and consider its fibre
via the projection 7, we obtain the space consisting of all tuples U € Z that
are compatible with f. In other words, each fibre 771(f) can be viewed as a
linearly degenerate version of the complete flag variety (which is the fibre over

f=(d,id, .. .,id)).

Definition 5.1.3. |[CIFET17, Definition 1] For a fixed f € R, we call Fl£+1 =
77 1(f) the f-linear degenerate flag variety, and the map 7 : Y — R is the
universal linear degeneration of Fl, ;.

In [CIFE"17|, among other results, the authors use rank tuples to charac-
terise the loci in R over which 7 is flat and where it is flat with irreducible
fibres. We recall that a morphism of varieties is called flat if the induced map
on every stalk is a flat map of rings, and that, if a morphism is flat, then its
fibres are equidimensional. For the morphism 7 : Y — R, however, the authors
exploit the following characterisation of flatness:
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Proposition 5.1.4. [Mat89, Theorem 23.1] Let f : X — Y be a morphism of
varieties, where X is Cohen-Macaulay and Y is reqular. Then, f is flat if and
only if its fibres are equidimensional.

We conclude this section by recalling the parametrisation of the orbits of G
in R and reporting the result obtained in |[CIFFT17| about the flat locus of the
morphism 7 : Y — R.

Considering a tuple f € R is equivalent to choosing a d-dimensional repre-
sentation of the A, equioriented quiver, ford = (n+1,...,n+1):

crttop o Ccvtt o p fn—1 CnHl
) > @ > el > @

9

and the f-linear degenerate flag variety is the quiver Grassmannian associated
to this representation. Then, the parametrisation of the orbits of G in R can
be realised as a special case of the parametrisation by rank tuples given in
[ADFES5], Proposition 2.7] (see Theorem [2.3.1)). In this case, the rank tuples
corresponding to the orbits are of the form r/ = (ij)lgiSan_l, where r; ; =
rk(fjo---of;): for f,gin R, the orbits O; and O, coincide if and only if r/ = r9.
Additionally, as proven in [ADEFS85, Theorem 5.2], the inclusion relations O, C
Oy (the Zariski closure) can be described using the same parametrisations. Such
inclusion relations induce a partial ordering on the set of all G-orbits, and this
partial ordering can be read off the rank tuples: the relation O, C 5f holds if
and only if 9 < r/. In this case, we say that O; degenerates to O,.

Example 5.1.5. The orbit of f = (id,id, ..., id) is parametrised by r; ; = n+1
for all 4, j, and therefore it degenerates to all other orbits. To isomorphic quiver
representations correspond isomorphic quiver Grassmannians, which means that
the g-linear degenerate flag varieties with g € Oy are all isomorphic to the com-
plete flag variety Fl,.,. Similarly, the orbit of f = (0,0,...,0) is parametrised
by r;; = 0 for all 7, j, meaning that all other orbits degenerate to this one.

Theorem 5.1.6. [CIFFT 17, Theorem 3] The flat locus of w in R is the union

of all orbits degenerating to the orbit of v*, where rzj =n—j+1i forallt<j.

5.2 Linear degenerations of Schubert varieties

In this section, we define linear degenerations of Schubert varieties exploiting
their realisation - or their desingularisation - as quiver Grassmannians described
in Chapter [

First, we recall some notation and the quiver we discussed in Chapter 2] We
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defined the quiver with relations (I', /) and its representation M:

¢ id  C id id | C
[ J > @ 7 ... 7 ®
12,1 12,1 12,1
NG
v v v
2 . 2 . . 2
C id N C id L v id N C
[ J 7> @ 7 ... 7 @
<+ id LV id .+ G 4 ’
. 7 . 7 7 .
tn+1,n O tn+1,n O ln+1,n O ln+1l,n
v v v
n+1 . n—+1 . v . n+1
ct id crt id N id N C
e —> o 7 ... 7 @

then considered in Section [2.2] the subvariety R4 inside the variety Rq of all
representations of (I', I) of dimension vector d. As described in Remark [2.2.2]
the elements of this subvariety are tuples of linear maps f = (f},4,. .., ﬁ;ll) S
H;:ll U,+1, where U is the subgroup of Mat, ,; of upper-triangular matrices
with respect to the chosen basis B = { by, bs, ..., b, } of C*"!. The represen-
tation corresponding to f can then be visualised as follows:

C fi C 13 it C
[ ) [ ] [ ]

\ \
7 7

~

12,1 O 12,1 O 12,1
O

v v

2 2

~
a

L] N

~

N

~
~
~

[
<
<

where each map fj is represented by the appropriate submatrix of f,{ 41 (e,
it is the restriction of fJ +1 to C'). Notice that in Chapter |2/ we used different
notations for an element f in R4 and for the corresponding (I, I)-representation
M. In this chapter, we identify both objects with the sequence of linear maps
and write “the representation f”. In fact, once the dimension vector of a quiver
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representation is fixed, the representation is uniquely determined by the choice
of linear maps.

We recall that in Chapter 4] we gave two different constructions for two di-
mension vectors for the quiver (I, I'). The first one - denoted by r* in Section
4.1]- allowed us to recover the Bott-Samelson resolution of the Schubert variety
X, via the quiver Grassmannian Gryw (M), while the second definition, denoted
by e in Section and employed only when X, is a smooth variety, was used
to find an explicit isomorphism between the quiver Grassmannian Grew(M)
and the considered Schubert variety. The goal of this section is to introduce
linear degenerations of Schubert varieties, using techniques analogous to those
applied in Section for the complete flag variety Fl,,;. For this purpose, we
will define a universal linear degeneration of (the considered Schubert variety)
X, whose specific construction will depend on the fixed permutation w. For
permutations w such that X, is a singular variety (the combinatorial criterion
for singularity is proven in [LS90], and we recall it in Section [3.2)), we will em-
ploy the corresponding dimension vector r". For permutations w that yield a
smooth Schubert variety X,,, instead, the dimension vector to be considered to
construct linear degenerations of X, is €. However, in order to simplify no-
tation throughout the construction, we will simply denote by e” the dimension
vector that corresponds to the fixed permutation w, without subdividing the
notation into cases.

Let us now fix a permutation w in S,.; and denote by Z the product of
Grassmannians

Z =[] Gr(ey;. ©),
.7]‘

fore =1,...,n+1and j = 1,...,n, where € is the dimension vector con-
structed from w, and by U = (U;;) a closed point in Z. We consider the action

of the group GY4 =[], Bnt1 on R4 given in Definition [2.2.13
h- f = (h2f7;[,+1hfl7 h3f72z+1h;17 SR hnfrrzl;llhr:il)

for some h € Gg. This action is then extended to the other linear maps f7, for
i <n+ 1, as explained in Remark [2.2.15; each f/ is acted upon by the restric-
tions of the maps (hy,...,h,) to C'. The group GY acts on Z by translation:

h-U:= (hlUn+117 hoUpi12, ..., hnUn+1n)

and this action is extended to the other subspaces U;;, for i < n + 1, by letting
the restrictions of the maps (hy, ..., h,) to C* act on U;; by translation.

Definition 5.2.1. We call a pair (f,U) compatible if f,(Us)) C Uy for all
arrows a in (I', [);.

We would like to remark that, even though at first glance it might seem
unnecessary to describe this trivial extension of the G'4-action, considering the
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whole quiver (I', I) instead of only its last row is fundamental from a geomet-
rical point of view: whether U is compatible with some fixed f depends on all
subspaces U, j, which are realised in (potentially) any row of (I', ), according
to the entries of e".

Definition 5.2.2. The universal linear degeneration of the Schubert variety
X, 18 the variety defined as

Y = {(f, U) : fa(Us(a)) - Ut(a) for all a € (F,I)l}.

Analogously to Section [5.1] we can then consider the two projections 7 :
Y - Ryand p: Y — Z. The action of G4 on R4 and Z induces the action of
G4 on Y, and the projection p is Gg-equivariant, but in this case the action of
GY4 on Z is not transitive. This means that we cannot employ the same tools
as for the universal linear degeneration of the flag variety in order to deduce
smoothness or irreducibility of Y.

Now, if we fix a tuple of maps f in R4 and consider its fibre via the projection
7, we obtain the space consisting of all U € Z that are compatible with f. This
means that each fibre 77!(f) can be viewed as a linearly degenerate version of
the fixed Schubert variety X,,, which is itself the fibre over f = (id,id,...,id).

Definition 5.2.3. For a fixed f € Ry, we call X/ = 77!(f) the f-linear
degenerate Schubert variety, and the map 7 : Y — R} is the universal
linear degeneration of X,,.

In other words, the f-linear degenerate Schubert variety is defined as the
quiver Grassmannian Grew (M), where M7 is the (T, I)-representation asso-
ciated to f in the sense of Section 2.2 By comparing the definition of lin-
ear degenerations of flag varieties and our definition of linear degenerations of
Schubert varieties, the restriction we operated in Section on the considered
(T, I)-representations appears now more reasonable. We kept the vertical maps
fixed as standard inclusions and varied the horizontal maps, meaning that we
degenerate the conditions defining each flag in Fl,,; but not the combinatorial
conditions that determine which flags belong to X,,.

In Section we provided two different parametrisations for the G4-orbits
in Rjy: the rank vectors, in Definition [2.3.2] and the south-west arrays, in
Definition [2.3.12] Furthermore, the south-west parametrisation allows us to
describe the inclusion relations of the form ©%,, C O,,;: we derive the following
corollary from [MS05, Lemma 15.19] and [MS05, Theorem 15.31].

Corollary 5.2.4. The orbit Oy, of MY under the action of G4 lies in the
closure of the orbit O}, of M7 (with respect to the Zariski topology on Mat, 1)
if and only if s/ < s9, where the "less than or equal to" relation is intended
componentwise on the south-west arrays. In this case, we write O4;y C 6§W
and we say that O, degenerates to Of,.
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Example 5.2.5. Analogously to Example the orbit of id = (id, id, . . ., id)
is described by the largest possible south-west ranks, and therefore it degener-
ates to all other orbits. Since isomorphic quiver representations yield isomorphic
quiver Grassmannians, the g-linear degenerate Schubert varieties with g € Oy
are all isomorphic to the Schubert variety X,,. The “most degenerate” orbit is
that of 0 = (0,0,...,0): it is parametrised by s;; = 0 for all 7, j, hence all
other orbits degenerate to this one. In this case, the linear maps correspond-
ing to the horizontal arrows of (I', I) are not imposing any conditions between
the subspaces U; ; that belong to different columns of (I', 7). This means that
the O-linear degenerate Schubert variety is given by the product of n partial
flag varieties (one for each column of (I', I)), where the dimensions of the free
subspaces are given by the corresponding entries of e".

Example 5.2.6. Consider again the (I", I)-representation of Example [2.3.13}

C C
® [}

12,1 O 12,1

~ ~

foe [99] ¢,

13,2 O 13,2

< [8(1)8} <
c* loo1l €3
[ ]

whose rank vector and south-west array are, respectively:
v/ =(0,0,1,0,1,2), s = ([%%])

The (I, I)-representation

C [0] C
e ——— e
12,1 O 2.1
01
C2 C2
g P [o 0] P s
L3,2 O L3,2
~ [8(1)8} ~
c3 c3
000 o

is evidently not in the same orbit as f, because it has rank equal to one instead
of two (the rank of a matrix is the same as its south-west rank sy ,1). Its rank
vector and south-west array are:

v =(0,1,1,1,1,1), &%= ([

* ¥ O
* O
oo+
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The relation between the two south-west arrays is s¢ < s/, which implies 0Y,, C
@;\4 s. Notice that comparing their rank vectors would not yield the same result:
in fact, rY and r/ are not comparable. An example of a (I', I)-representation
that is neither above nor below f in the poset of the Gg-orbits is

C (1] C
e e
12,1 O 12,1
1
h: e [§o] e
e —— " s o
L3,2 O 13,2
< (1)88 <
c® [ooo0l C3
[ ]

Its south-west array is s" = ([}k 0 é]), which is not comparable to sf. This

example highlights a difference between the south-west parametrisation and the
parametrisation of the G-orbits, for G = GL(V)", and consequently between
their posets. In the case of the G-action, it is enough to compare the ranks of
(all compositions of) the matrices, while, for comparing G4-orbits, we need to
check which entries of the matrices actually contribute to the rank.

Remark 5.2.7. The ordering induced by the inclusion relations between G-
orbits is a refinement of the ordering induced by the inclusion relations between
G-orbits, in the sense that elements that are equal under the second ordering
might not be equal under the first one. This means that the ordering induced
by the G4-action is stronger than that induced by the G-action: if a < b holds
under the first ordering, then it holds under the second one.

Remark 5.2.8. In some special cases, computing the dimension of the quiver
Grassmannian Grew(MY) (that is, of the f-linear degenerate Schubert variety)
is particularly easy. If f =0 = (0,...,0), as explained in Example , then
Grew (M) is a product of partial flag varieties: its dimension is the sum of the
dimensions of each partial flag variety. In general, however, the resulting variety
is much more complicated, and so is computing its dimension. We only have
a bound on the dimensions of its irreducible components: for any f € Rj and
d = dim M4, all irreducible components of Grew (M) have dimension at least
(e, d — e”), which is the dimension of Gre. (M) by Proposition [3.1.9]

Before making a few more examples of linear degenerate Schubert varieties
and opening the discussion about the flat locus of the morphism 7 : Y — Ry, we
would like to complete the description of the south-west parametrisation. We
know that a tuple f € Rj is parametrised by its south-west array, but which
tuples of non-negative integers are the south-west array of some tuple f € R4?

The simple answer to this question follows directly from the definition of
south-west arrays: if we consider a south-west array s as a matrix in U C Mat,, ;1
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(an upper-triangular matrix), then this matrix is parametrised by itself. In other
words, a matrix A whose entry a; ; is a south-west rank has precisely those a;
as its south-west ranks. This means that, in order to determine whether a tuple
of non-negative integers is a south-west array, we can check if it parametrises
itself. Nonetheless, we can write down the conditions that determine if a tuple
of non-negative integers w is a south-west array of some f € RY4, in ambient
dimension n + 1. Let us denote the entries of w by wfl]b, imposing the following
conditions implies that w;b is the south-west rank computed at entry (i,j) of
the matrix given by fyo---o f,,for1 <a<b<n—land1<i<j<n+1:

wd, < minfj —i +1, 5}
ws,jb < mi.n{wz’zﬂ, wiit,b (5.2.9)
J

Dij < wfl”b <pi;+1

for all @ < t < b, where p; ; is the number of pivots in the south-west ¢ x j
submatrix and w;Jb = p;; + 1 is only allowed if there are no pivots in row i
or column j. The first inequality is necessary for wfljb to be the rank of the
(upper-triangular) ¢ x j submatrix, while the second inequality represents the

fact that the rank of a product (wzjb) cannot be bigger than each of the ranks of

the two factors; since wfl]b is the result of the composition f,o---o f,, this has
to hold independently of how we apply associativity. The last condition ensures
that w;b counts the number of pivots in the ¢ x j submatrix and that it does
not increase by more than one in each row and column. We omit the analogous
discussion for rank vectors, since it is of technical nature and falls outside the
main concerns of this thesis.

Now we return to the question of the flat locus of the morphism 7 : Y —
R4. We would like to exploit the characterisation of the flat locus given in
Proposition ; we know that R4 is regular (it is a smooth subgroup of the
group GL; ), but we need to show that Y is a Cohen-Macaulay variety. A
variety X is called Cohen-Macaulay if for every point z € X there exists an affine
open neighbourhood U C X of x such that the ring of regular functions Ox (U) is
Noetherian and Cohen-Macaulay. More information on Cohen-Macaulay rings
can be found, for instance, in [BH98|. However, in order to prove that Y is
Cohen-Macaulay, we can apply the following:

Lemma 5.2.10. [Std, Lemma 10.135.53] Let K be a field. Let S be a finite type
K-algebra. If S is locally a complete intersection, then S is a Cohen-Macaulay
Ting.

In particular, we would like to make use of an analogous strategy to the
one employed in the proof of Theorem 11 in |[CIFET17]: here, the authors show
that the f-linear degenerate flag variety (for f such that r/ = r2, as in Theorem
is locally a complete intersection. In order to do so, we realise our quiver
Grassmannians as geometric quotients of the appropriate varieties; we follow
[CIFRI12, Section 2.3].



64 CHAPTER 5. LINEAR DEGENERATIONS

Let e be as above and f € RY such that dim(Grew(M7)) = dim(X,,) (as
mentioned in Section , this is a necessary condition for flatness). We define
the vector space

V = Rew X H Hom(C®., CY),
(p.9)e(T,1)o

where Rew is the variety of representations of (I', /) with dimension vector e.

We denote the elements of V' by ((Na), (gp4)), where «v varies over all arrows in

(', I); and (p, q) corresponds to a vertex of (I, I). Then, we consider the affine

variety Hom(e®, M7) in V consisting of tuples ((N,), (gp,4)) that satisfy
fl0gij=gij+10N, for a:s(a)=(i,j)t(a) = (i,7 +1) (5.2.11)
Lit1i © 9ij = Gir1,j © Na for a:s(a) = (i, ), t(a) = (i + 1, )

In words, we consider all possible tuples ((N,), (¢pq)) Where N is a (I, I)-
representation of dimension vector e” and g = (g,,), for (p,q) € (I',I)p, is a
morphism of representations from N to M/. The relations in impose
all commutativity relations that are necessary for g to be a morphism of repre-
sentations (see Definition [1.2.3)). Figure illustrates the diagram in ambient
dimension n + 1 = 3: the representations N and M/ satisfy the relations given
by (I', I), while the commutativity of all other squares in the diagram, which
involve the morphism g, is imposed by the relations in (5.2.11]).

Na ’ N,

y o2
0:4/
y C22

91,1 Nof/ 91,2

2 > C3
Figure 5.1: The diagram formed by M7, N and g

Then, the quiver Grassmannian Grew (M7) can be realised as the following
geometric quotient:

Crew(M7) = Hom®(e”, M') /G,
where Gew = [ e, GL(C%5), i.e. the product of the general linear
groups acting naturally on the vector spaces of N € Rew, and Hom"(e”, M)

is the open subvariety in Hom(e", M) defined by g,, being an injective map,
for all (p,q) € (T, I)o. Since Hom’(e®, M/) and Hom(e®, M/) have the same
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codimension in V' (because the first one is an open subvariety of the second
one), it is enough to show that Hom’(e®, M7) is locally a complete intersection.

In order to do so, we want to make use of a dimension formula arising from
the quiver Grassmannian being a geometric quotient, namely that

dim(Grew (M7)) = dim(Hom"(e®, M7)) — dim(Gew). (5.2.12)

This would allow us to deduce the codimension of Hom’(e®, M7) in V and
to compare it with the number of equations defining Hom(e®*, MY) in V: if
we obtain the same number, then Grew(MY) is locally a complete intersection.
In this case, by Lemma [5.2.10] we would be able to describe completely the
flat locus of 7 : ¥ — RY: it would consist precisely of all f € Rj such that
dim(Grew (M7)) = dim(X,,).

Conjecture 5.2.13. A tuple f is in the flat locus of 7 : Y — R} if and only if
dim(Grew (M7)) = dim(X,,).

We present now an example in ambient dimension n + 1 = 3 motivating our
conjecture.
Let us fix the permutation w = [231] € S; and the representation determined
by the identity map f:
S g

The dimension vector e, constructed according to (4.2.1)), is

w [0 0}
e’ =|11],
12
and the quiver Grassmannian Gre.(M7)) is isomorphic to the Schubert variety
Xpoa1: it is a smooth projective variety of dimension ¢(w) = 2. We choose
this representation specifically because we know that it is in the flat locus of
7Y — RY (its fibre is the nondegenerate Schubert variety).

Remark 5.2.14. If we choose a permutation in S3 with length strictly smaller
than 2, then Grew(M7)) = Grew(M)) independently of the representation f.
This can be seen by computing the corresponding dimension vectors

: 11 01 11
eld — [%%]7 eol213] — [%%}’ el132] — [H}

and noticing that all free subspaces are realised in the first column of (I, ),
meaning that the linear maps between the first and second column do not affect
the quiver Grassmannian.
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We consider now the geometric quotient
Crew (M7) =2 Hom®(e”, M') /G,

and want to show that Hom®(e®, M) is locally a complete intersection. Fig-
ure represents M/ and the diagram it forms together with a representation
in Rew and a morphism g.

0 ) ' 0

y ‘ 0]
C M

s C

C N y C2
4 1 92,2 +
92,1 f
C : y C
LV /
g3,1 4 le 93,2 < 2.1
C? > C?
13,2
~ / f,l 2 13,2
C3 2 y C3

Figure 5.2: The diagram formed by M7/, N and ¢ in the example

In this case, the group Gew is
Gew =[] GL(C)=GL(C) x GL(C) x GL(C) x GL(C?)
(i,3)€(T, D)o

and has therefore dimension dim(Gew) = 7. For a generic dimension vector
e, this dimension is given by

dim(Gew) = > (ef)™.
(’i,j)e(r,[)o
Since dim(Grew (MY)) = 2, the dimension of Hom"(e”, M) is
dim(Hom®(e®, M7)) = dim(Grew (M7)) + dim(Gew) =7+2=9.  (5.2.15)

In order to compute the codimension of Hom®(e®, M) in V, we first need
the dimension of V', which is

dim(V) = dim(Rew ) + dim< [ Hom(cHs, @i)>.
(p,Q)E(FJ)O
For the second summand, we have

H Hom(C%4,C") = Hom(C, C*)xHom(C, C*)xHom(C, C*)x Hom(C?, C?)

(p,q)E(F,I)O
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and therefore
dnn< I1 anmcﬁﬂ,cﬁ>::13 (5.2.16)
(p7Q)€(F7[)O
To find the dimension of Rew, we first observe that it is the subvariety of rep-

resentations of (I', I) with dimension vector e that satisfy the commutativity
relations. This means

Rew C Hom(C, C) x Hom(C, C) x Hom(C, C?) x Hom(C, C?),

that is, Rew is a subvariety of a six-dimensional variety of representations.
In particular, since ef’; = ef’; = 0, a representation N in Rew is determined
by four linear maps Ny, Ny, N3 and Ny of the following form:

and we can write the matrices representing these linear maps as
Ny = [z1], Na = [o], N3 = [35], No = [35].

The commutativity relation implies that N € Rew if and only if the two
independent relations z3xo, = x51; and z4x9 = xgx; are satisfied. Thus, the
dimension of Rew is

dim(Rew) = 6 — 2 = 4. (5.2.17)

Now, we put together (5.2.16)) and ([5.2.17)) and obtain dim(V') = 1344 = 17.
From this and from (5.2.15)), it follows that the codimension of Hom® (e, M)

in V is equal to dim(V) — dim(Hom’(e®, M7)) = 17 — 9 = 8.

The space Hom’(e®, M) is locally a complete intersection if its codimension
in V is equal to the number of equations that define Hom(e®, M7) in V. A point
((Na), (gpq)) is in Hom(e®, M7) if and only if it satisfies the relations given in
(5.2.11)), which, in the case of this example, are

f2192,1 = g22MN1
L3 2921 = 93,1N2
f§93,1 = g321V3
132922 = G324

(5.2.18)

We represent the linear maps g, , with the following matrices:

Y3 Ye Y7
_ [y _ _ _ [Y12
g21 = [y2]793,1 = [Z‘;},g:’,z = [yyfo 5/191},92,2 = [yIB]
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and make the relations in ([5.2.18)) explicit, obtaining the following 11 relations:

([ Y1 12%1
(] =[]
Y1 Y3x2
Blo=
b5
3 YeTst+yrTa 7 . (5.2.19)
y4} = [ YST3+Y9T4 }
Y5 Yy10T3+Y11%4
Y12 YeT5+Y7Te
[?/13} = [ Y8T5+Y9x6 }
\ [ 0 Y10T5+Y1126

By imposing z3xs = 521 and x4z9 = ze21 (the relations that follow from
N being a representation of (I', I)) and operating two substitutions in ([5.2.19)
we notice that 3 out of those 11 relations can be derived from the other 8. In
particular, a set of independent, generating relations is given either by

Y3 Y6x3+Yy7rx4
[114} = [ Y8T3+Y9T4 }
Y5 Y1023+Y1124
Y12 Y6T5+Y7T6
|:1113i| = [ YsT5+Y9xe i|
0 Y10T5+Y11T6

[yl ] — [ylzrl ]
Y2 Y13T1
or by
Y3 Y6T3+Y7Ta
[94:| = [ YgT3+Y9xa :|
Y5 Y1023+Yy1124
Y12 Y6T5+Y7T6
[yw} = [ Y8T5+Y9Te } .
0 Y10T5+Y11T6
[yl ] — [y3$2 ]
Y2 Y42

We found - as expected - that the codimension of Hom®(e”, M7) in V is equal
to the number of equations that define Hom(e®, M/) in V. What motivates
Conjecture [5.2.13] is the fact that the strategy and methods employed here do
not depend on the specific choice of f. Therefore, we expect them to provide
the same result for any f such that dim(Grew (M/)) = dim(X,,) and in generic
ambient dimension n + 1.

Perspectives

There are several possible directions to pursue after considering our definition of
linear degenerations of Schubert varieties. A few examples concerning additional
geometric properties of the varieties X/ are:

1. Finding estimates about the dimension of X/;
2. Computing the equations that determine X/

3. Understanding whether X/ admits a cellular decomposition, possibly in-
duced by the action of an appropriate torus on the representation M.



Chapter 6

Towards tropicalisations of quiver
(Grassmannians

This final chapter is dedicated to the exploration of a connection between quiver
representation theory and tropical geometry. Some standard references for an
introduction to tropical geometry are [SS04, [Spe0§].

Tropical analogues for certain projective varieties have already been ex-
tensively studied. For instance, the (projective) tropicalisation trop(Gr(r;n))
of the Grassmannian (as a tropical subvariety of the tropical projective space

P (T(:)>, see Section D parametrises realisable valuated matroids of rank r

on n elements, or equivalently realisable tropical linear spaces (i.e. tropical-
isations of linear spaces) of dimension r in P(T"). On the other hand, the
object parametrising all valuated matroids of rank r on n elements, or equiv-
alently all tropical linear spaces of dimension r inside P(T"), is a tropical pre-
variety Dr(r,n) called the projective Dressian (see [SS04] for the definition in
very affine space and [BEZ21| for the extension to the projective case). The
relation between the tropicalisation of the Grassmannian and the Dressian is
trop(Gr(r;n)) € Dr(r,n), which is a strict inclusion for large enough n.

Another example is the flag Dressian FIDr(d;n), the tropical analogue for
flag varieties. This was defined by Haque [Haq12, Definition 1] and further anal-
ysed in [BEZ21], showing that FIDr(d;n) parametrises valuated flag matroids
or, equivalently, flags of projective tropical linear spaces (see [BEZ21l, Theorem
A| and [Haql2, Theorem 1]). Then, in [BS23|, the authors studied the case of
flag matroids for linear degenerate valuated flag matroids and their associated
linear degenerate flags of tropical linear spaces.

In this chapter, we would like to present some concepts and results that
were developed by the author of this thesis together with Victoria Schleis as
part of the project All: “Linear degenerate flag varieties and their tropical
counterparts” of the SFB-TRR 195 of the German Research Foundation. They
are included in the paper [IS23], co-written by the author of this thesis and
Victoria Schleis. We define the projective quiver Dressian QDr(R,d), which
parametrises the tropical linear spaces satisfying the containment conditions

69
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described by a fixed quiver representation, and study its relation to the tropi-
calisation of the corresponding quiver Grassmannian.

First, we provide some background on tropical geometry and valuated ma-
troids. In the second part of the first section, we summarise the results on
images of linear spaces under matrix multiplication, affine morphisms of valu-
ated matroids and weakly monomial matrices obtained during the collaboration
mentioned above. These results are necessary for the second section, which fo-
cuses on combining quiver Grassmannians and tropical geometry.

6.1 Background and first results

In this section, we recall projective tropical linear spaces and their linear maps.
Some standard references for basic matroid theory are |OxI11l, [Wel76]. We fix
the notation [n] = {1,2,...,n} and ([Z]) = {S C [n] : |S|] = r}, and write
1=(1,...,1) € R". Every valuation is assumed to be non-Archimedean.

6.1.1 Tropical Geometry

We discuss an extension of tropical geometry corresponding to projective alge-
braic geometry, which is covered, for instance, in [MS15], Section 6] and [Shal3].
A deeper and more detailed background on tropical geometry can be found in
[IMS15] or [Jos21|. Throughout this chapter, we will follow the min-convention.
We define the tropical numbers as T = R U {oco} and consider the semifield
(T, ®, ®), called tropical semifield, where the operations are a®b = min{a, b}
and a © b = a + b for every a,b € T. For multiplication with the tropical
multiplicative inverse, we write a @b = a — b. The tropical projective space
is P(T") = (T™ \ {(o0,...,00)})/R1 = (T" \ {(o0,...,00)})/ ~. Here, ~ is
the equivalence relation u ~ v if u = v + ¢1 for some ¢ € R. Topologically,
the tropical projective space is homeomorphic to the n-simplex equipped with
the relative Euclidean topology (see [Shal3, Definition 2.18] and [Mik06]). This
topology on the tropical semiring is often employed in linear tropical geometry
and used, for instance, in [BEZ21|. However, it differs from similar constructions
in max-plus linear algebra (see for instance [AGG09]), whose applications range
from graph theory to asymptotic analysis (more details in the survey paper
[GP97]). In this related area, the “usual” topology on the max-plus semiring
is commonly defined via the exponential metric (see |[GKOT, Section 2|) and
induced by Hilbert’s projective distance, used for instance in [AGNSTI].

Definition 6.1.1. A tropical polynomial is an element of the semiring T[xy, . . .

in the variables x1, ..., z, with coefficients in T. The tropical hypersurface
of a tropical polynomial F' = @, cyn o © 2" € T[w1, ..., 2,] is defined as

V(F) = {m € P(T") : min {cu + Zu, : xz} is achieved at least twice}

ueN” -
=1
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where, whenever min,ene{c, + > 1, u; - ;} = oo, we adopt the convention
that the minimum is achieved at least twice, even if the expression is a tropical
monomial.

The tropical variety of an ideal of tropical polynomials J C T[xq,. .., x,]
is then defined by

V(J)= [ V(F)CP(T").

In the following, let K be a field with valuation val : K — T. The tropicalisa-

tion of a polynomial f = 3" . aua" € K[zy, ..., x,] is the tropical polynomial

trop(f) = @ val(a,) © 2% € T[xy, ..., x,].

uEN?

The (projective) tropicalisation trop(I) of an ideal I C K|xy,...,x,] is the
ideal of tropical polynomials generated by the tropicalisations of all polynomials
in [I:

trop(I) = {trop(f) : f € I} C Tla, ..., 2.

Over an algebraically closed field K with a non-trivial valuation, the tropicali-
sation trop(X) of a subvariety X C P" is defined by

trop(X) = {(val(zy),...,val(z,)) € P(T") : [z1: -+ : x,] € X},

where the closure is with respect to the Euclidean topology induced on P(T™).
Note that the projective tropicalisation is mot necessarily the closure of the
classical tropicalisation.

There are two possible ways of constructing a tropical variety from a homoge-
neous ideal I C K[zy,...,x,]: we can first tropicalise the ideal and then take its
tropical variety V (trop(I)), or we can consider the projective variety V' (I) and
tropicalise it to obtain trop(V(I)). The Fundamental Theorem of Tropical Ge-
ometry assures us that, over algebraically closed fields with nontrivial valuation,
these two operations yield the same result, i.e. that trop(V (1)) = V(trop(I))
(see [MS15, Theorem 6.2.15]). Note that trop(X) can contain points in which
some of the coordinates are co. For a thorough description of projective tropical
varieties, we refer to [BEZ21l, Section 2| and [MS15, Section 6.2], and to [Shal3]
for the construction of tropical projective spaces.

6.1.2 Valuated matroids and tropical linear spaces

Definition 6.1.2. A valuated matroid of rank r on the ground set [n] is a
function v : ([Zf]) — T such that v(B) # oo for some B € ([:f}) and, for all

I,Je ([Z]) and 7 € I\ J, there exists j € J \ I satisfying

v(l)+v(J) >v((I\i)Uj)+v({(J\j)Ui).
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Given a valuated matroid v : ([f]) — T, the set {B € ([’Z]) : v(B) # oo}
forms the bases of a matroid N, which we call the underlying matroid of v.

We say that two valuated matroids u and v on a common ground set [n] are
equivalent if there exists a € R such that u(B) = v(B) + a for every B € (["})

In other words, every equivalence class of a valuated matroid v : ([Z]) — T

can be seen as a point in P <T<:)> From now on, we only consider valuated

matroids up to equivalence.

The realisable valuated matroids (over K) arise from linear spaces in the
following way. Consider a field K with valuation val : K — T and an r-
dimensional vector subspace L of K™ given as the minimal row span of a matrix
A. Denote by (p); the Plicker coordinates of A, where p; is the minor of A
indexed by I € ([Z]). Then, the function p(A) : ([TTL]) — T defined by I +— val(py)
is a valuated matroid. We denote its underlying matroid by M(A).

Definition 6.1.3 ([BEZ21, Bry86, Definition 4.2.2, Proposition 7.4.7]). Let u
and v be two valuated matroids on the ground set [n] of rank r < s respectively.
We say that p is a valuated matroid quotient of v, denoted p « v, if for
every [ € ( ) J € ( ) and i € I\ J, there exists j € J \ I such that

p(D)+ V() = (I U\ i) +v(T Ui\ ).

In words, matroid quotients describe containment of linear spaces. If L; C
Lo are two linear subspaces of K™ generated as the row span of two matrices
Ay and Aj respectively, the induced matroids form a quotient, p(A;) « pu(Asz)
(see [BEZ21, Example 4.1.2]). Valuated matroid quotients arising in this way
are called realisable (over K). In general, a matroid quotient of two realisable
matroids is not necessarily realisable (see [BGW03|, Section 1.7.5, Example 7]).

Definition 6.1.4. Let p be a valuated matroid of rank r on [n]. For each
Ie ( ] \) define an element C,(I) € T" by

o) — {g‘f\“ Zj

The set of valuated circuits C(u) of p is defined as the image of
O, (I): 1€ i \ {(c0,...,00)}.
K r+1 B
in P(T").

Definition 6.1.5 (|[BEZ21], Definition 3.2.5]). Let p be a valuated matroid on
[n]. The projective tropical linear space of y is the (projective) tropical
variety

trop(u ﬂ 1% @C’ ©x; | CP(T).

CceC(p) i€[n]
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This definition of a projective tropical linear space coincides with [BEZ21,
Definition 3.2.5] and is a slight generalisation of the more commonly used notion
of a tropical linear space. This allows us to take the tropical linear space of any
valuated matroid, not only of uniform or loopless valuated matroids.

Definition 6.1.6. Let » < n be a nonnegative integer. The Grassmann-
Pliicker relations are the following polynomials in the variables {p; : I € ([Z])}
with coefficients in K:

Prn =14 > sign(ji 1, J)propr; 1 € (T[_]l)"] < (r[+]1) ’

jeNI
where Sjgn(j; ]7 J) = (_1)|{j'EJ5j<j/}|+|{iEIZi>j}|_

The Grassmann-Pliicker relations describe the image of the Grassmannian
Gr(r;n) in the projective space p(7)-1 via the Pliicker embedding. The tropi-
calisations of the Pliicker relations are denoted by Z2}1P.

Remark 6.1.7. Let K be an algebraically closed field with nontrivial valua-
tion. As mentioned at the beginning of this chapter, Grassmannians over
K have two analogues in tropical geometry. The tropical Grassmannians
trop(Gr(r;n)) are tropicalisations of their classical analogues. These tropical
varieties parametrise tropicalised objects, i.e. tropicalisations of linear sub-
spaces of K" of dimension r (see [SS04, Theorem 3.8]).

On the other hand, the Dressians Dr(r; n) are the intersections of the trop-
ical hypersurfaces given by the Pliicker relations. They are tropical prevarieties,
i.e. intersections of tropical hypersurfaces. Dressians parametrise tropical ob-
jects, i.e. tropical linear spaces in P(T") as in Definition [6.1.5

Remark 6.1.8. In tropical geometry, the Dressian Dr(r;n) often refers to the
non-projective tropical prevariety cut out by the Grassmann-Pliicker relations
in R"/R1. This polyhedral complex is the parameter space of uniform valu-
ated matroids, i.e. valuated matroids whose underlying matroid is the uniform
matroid or, equivalently, Pliicker vectors with no infinite coordinates. To distin-
guish this slightly different definition, we will refer to it as the open Dressian, as
it can be used to describe the tropical analogue of the open part of the projective
Grassmannian.

Interpreting valuated matroids as matroid subdivisions of matroid polytopes
(see, for instance, [AFR10]) allows us to define the open Dressian Dr(r;n) of
rank r over n as the subfan of the secondary fan 3, of the hypersimplex A(r,n)
given by matroidal subdivisions (see, for instance, [Jos21]).

6.1.3 Morphisms of valuated matroids, matrix multiplica-
tion and tropical linear spaces

We fix now a field K with (potentially trivial) valuation val : K — T.
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Images of linear spaces under matrix multiplication

Hence, we study the behaviour of tropical linear spaces under matrix multi-
plication, and in order to do this we need to study tropical convexity. This
concept was introduced by Develin-Sturmfels [DS04| and has been used in trop-
ical combinatorics since. As we have discussed in Section [6.1.1], there are some
adaptations we need to make due to discussing sets in the tropical projective
space instead of R™/R1.

Definition 6.1.9. A set S C P(T") is tropically convex if for all v,w € S
and A, p € R the combination A\®v® pOw € S.

In [Ham15, Theorem 1.1], it is shown that all subsets of R"/R1 supported
on a tropical linear space are tropically convex. We now give the analogue
statement in our setting. The first part of our proof (concerning the non-
monomial case) follows similarly to the proof of [Haml5, Proposition 2.14],
whereas the monomial case in the second part of the proof is particular to our
setting.

Lemma 6.1.10. Let trop(pu) C P(T™) be a projective tropical linear space. Then
trop(u) is tropically convex.

Proof. Let v,w € trop(u) and \,p € R. Let 2= X0 v ® p O w.

Let C,(I) € T™ be a valuated circuit of . There are two cases. First,
assume that @ie[n] C.(I); ®x; € T[xy,...,x,] is not a monomial. Then, both
min;e{vs © Cu (1)} and minep, {w; © Cy,(1);} are attained at least twice, i.e.
there exist i1 # 9, j; # jo such that

Vo = rrélg}{vz OC,()i} =0, ©Cu1)i, = vi, © CL ()4,
we = minfw; © C(1)i} = wj © Cu(I);; = wj, © Cu(l);,
We assume without loss of generality that p © we > A ® ve. Thus,
Zj; © CM(I)jl = 25 © C,u(])jz = pOwc.
Let k € C be arbitrary. Then,

2 0CNr = AOv0C(k) @ (pOw, © Cu(l)r)
< (AQue)@(pOwe) = pOwe = 2, ©Cu(l)y,

In particular, the minimum @,z © Cu(I); is attained at least twice (at j;
and at jo).

Now, assume that €, Cu(I); ©x; € T[z1, ..., x,] is a monomial. Without
limitation of generality, assume that the monomial is in variable z;, i.e. that
C,,(I)i is the only non-infinite circuit entry. Then, by the definition of tropical-
isation in Section [6.1.1], C,,(1)x ® vy = Cu(I)x @ wy = o0o. Since Cy, (1) # oo,
this means that vy = wr = 00,50 2, = A O Vv B p © Wi = 0.

Thus, z satisfies all tropical polynomials generated by the circuits, so, by
Definition [6.1.5] z € trop(u). O
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Lemma 6.1.11. [IS23, Lemma 2.7] Let trop(u) be a tropical linear space in
P(T") and A € T"*™. Then A ® trop(u) is tropically conver.

In general, images of tropical linear spaces under pointwise matrix multipli-
cation are not tropical linear spaces, as we can see in the following example.

Example 6.1.12. We consider the trivially valued matroid given by the map
e ([g]) — RU{oo}, I — 0, and the matrices

0 0 oo 0 0 oo
Alz oo 0 oo ,AQI oo 0 0
oo oo 0 oo oo 0

The tropical linear space trop(u) and the polyhedral complexes A; ® trop(u)
and A, ® trop(u) are depicted below. Both A; ® trop(p) and Ay ® trop(u) are
not tropical linear spaces, as these polyhedral complexes cannot be assigned
balanced weights.

)

trop(u Ay ©trop(p) Ay ® trop(p)

Affine morphisms of valuated matroids

So far, we described tropical linear maps via tropical matrix multiplication. As
tropical linear spaces can be equivalently given as valuated matroids, we now
define affine morphisms of valuated matroids as another characterisation
of linear maps between tropical linear spaces. However, in order to consider
projection maps, it is necessary to add an additional distinguished element to
the ground set - intuitively, this imitates the origin of vector spaces.

Definition 6.1.13. Let p be a valuated matroid over [n]. The pointed val-
uated matroid p, over [n] U {0} is the valuated matroid u @ Uy, obtained
by adding a loop o to the matroid pu. By a slight abuse of notation, we set
trop(po) := trop(tio)|jn] = trop(u), since the tropical linear spaces only differ by
removing the co-entry in the o-coordinate.

Proposition 6.1.14 (|BS23, BEZ21]). Let v and p be valuated matroids over
the ground sets [n] and [m] respectively, and let f : [n] U{o} — [m] U {o} be
a map of sets satisfying f(o) = o. Then, we can define the induced matroid
f~Y M) on [n] via the rank function

rk—1an(S) = tky (f(S)) for all S C [n] U {0}
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where M is the underlying matroid of y,. Further, p induces a valuation f=(u)
with underlying matroid f~*(M), gwen as f~'(1)(B) = plpmjuvion (f(B)). We
say that f : v — p is a morphism of valuated matroids if f~'(u) « v is
a quotient of valuated matroids, i.e. for all I € B(f~Y(M)), J € B(N) and
i€ I\ J, there exists j € J\ I such that

p(fD) +v(]) > p(fIUF\D) +r(JUi\J).

We now extend this notion slightly, keeping track of additional scaling fac-
tors.

Definition 6.1.15. Let v be a valuated matroid on the ground set [n| and a
map f defined as

(f1, f2) : [n] U {o} = [m] U {o} x T.

We define the affine induced valuated matroid as

B = plpioen (L(B) + ) f(i),
i€B
where /17, (mju{o}) denotes the restriction of y, to the set fi([n]U{o}). The affine
induced valuated matroid is a pointed valuated matroid as in Definition |6.1.13]
hence its tropical linear space is defined as trop(f‘l(,u)) = trop(f‘l(,u)) |n]-

Lemma 6.1.16. [IS25, Lemma 2.12] Let  be a valuated matroid on the ground
set [m] and f : [n]U{o} — [m| U {o} x T. Then, the affine induced valuated
matroid is a valuated matroid as defined in Definition[0.1.2.

For an example of an affine induced valuated matroid, see Example |6.1.30]

Definition 6.1.17. Let p and v be valuated matroids over [m] and [n] respec-
tively, and let

f:nju{o} = mlU{o} xT

be a map. By abuse of notation, we say that f : v — u is an affine morphism
of valuated matroids if f~'(u) « v as in Definition [6.1.15| is a quotient of
valuated matroids.

Additionally, if both p and v are realisable, we say that f is a realisable
affine morphism of valuated matroids if both p and the quotient f=*(u) « v
are realisable.

Weakly monomial matrices and associated affine maps of matroids

We point out that the two different notions of linear maps between tropical
linear spaces we considered in Sections [6.1.3|and [6.1.3] are not fully compatible,
as tropicalisation commutes with monomial maps, but not with linear maps.
We now restrict to specific matrices for which matrix multiplication yields a
tropical linear space, and show that these correspond to affine morphisms of
valuated matroids.
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Definition 6.1.18. Let A € K™*™. We call A a weakly monomial matrix if
A has at most one nonzero entry in each row.

Example 6.1.19. We consider the trivially valued matroid from Example
[6.1.12] Tts tropical linear space is the classical tropical line with vertex at
(0,0,0) in R?/R1 depicted in red below. Multiplying by a tropical matrix be-
low yields a shifted tropical linear space to the right, depicted in blue. The
permutation further switches the y and z rays.

3 00 o0 (37 1)
A= ]oo oo 1 (0,0)
o 0 o

Now, to show the compatibility of morphisms of valuated matroids with the
multiplication of a tropical linear space by a weakly monomial matrix, we need
the following equivalent characterisation of tropical linear spaces using vectors
generated by cocircuits:

Proposition 6.1.20 (JMRI18, MTO01]). Let u be a valuated matroid over the
ground set [n] of rank r. For each I € ([n] ), we define C;(I) € T" by

r—1

C2(1)s = {,LL(IUi) i¢l

00 1€l

The valuated cocircuits of |1 are defined as

S RY(CRESE

The support of a cocircuit C* € C*(p) is the set supp(C*) = {i € [n]| : C} # oo}.
The tropical span of cocircuits of a valuated matroid equivalently defines trop(u),
see [BEZ21, Theorem BJ.

e ={cimre (|

trop(u) = @ Ao @ C i Aex € R
C*eC*(u)

Lemma 6.1.21. [IS23, Lemma 2.17] Let i be a valuated matroid on [m| and

f:njufo} = [mjJU{o} xT. Let I € (rk(f_[l"(]#))fl). Then, the coordinate

entries of the valuated cocircuits of f~'(u) are given as follows:

CragU)i = Gl rioton (fl(I))fl(i) © Ogerui f2(k) o ¢ LT UD),
FH A\ 00 o€ fi(IUi).



78 CHAPTER 6. TROPICALISATIONS OF QUIVER GRASSMANNIANS

Definition 6.1.22. Let Ay € T"*™ be a weakly monomial matrix. We define
an associated map [ : [n] U {o} — [m]U{o} x T by

s (0,00) i=oor A;; =0 for all columns j
Z .
(J, Aij) Ay #0.
If f:[n]U{o} = [m]U{o} x T is a map of sets, we construct an associated
matrix Ay € K" by setting

0 otherwise.

A — {f2(i) if fi(i) =jand 7,5 #o0
i =

Remark 6.1.23. We explicitly give the associated map for some special matrices:

a) If Aris a permutation matriz, then it is quadratic and the associated map
!
f consists of a permutation map f; that fixes o, and f5(i) = 0 for i € [n],
and fy(0) = oc.

(b) If Ay is a projection matriz of rank s < n, then the associated map f is
given as f(i) = (4,0) on [s] and f(i) = (0, 00) otherwise.

(c) If Ay is a diagonal matriz, it is again quadratic and the associated map f
is f(i) = (i, Ay) for i € [n] and f(0) = (0, 00).

For the types of maps associated to matrices given above, we can again construct
an associated matrix.

(') If fi is a permutation map fixing o and f5(¢) = 0 for i € [n] and fs(0) =
0o, then Ay can be chosen as the (square) tropical permutation matrix
associated to the permutation f;.

(b') If prg is a projection map satisfying f(i) = (4,0) for i € S¢ and f(i) =
(0,00) for i € S U {0}, a matrix associated to prg is given as the tropical
projection matrix Ag,, = 0if ¢ ¢ S, and A;; = oo otherwise.

(') If fy is the identity map, an associated (square) matrix Ay is a diagonal
matrix with entries Ay;; = fo(7).

The following lemma develops the correspondence between affine morphisms
of valuated matroids and matrix multiplication with weakly monomial matrices.

Lemma 6.1.24. [IS25, Lemma 2.21] Let g : [n1] U {0} — [no] U {0} x T and
h: [no)U{o} — [ns]U{o} x T be maps with g(o) = h(o) = (0,00), and let A, €
T2 gnd Ay € T™*" be their associated weakly monomial matrices. Assume
that for any tropical linear space trop(u), A, ® trop(n) = trop(g~'(u)) and
4,0 Trop(u) = Trop(h=(1)). Then, for ho (i) = (s (6 (1)), (i) + halg (i)
we have (Ay - Ap) © trop(u) = trop((h o g)~* () € P(T™).
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Lemma 6.1.25. [IS253, Lemma 2.22] Let p be a valuated matroid over [m]. Let
f i nju{o} — [m]U{o} x T be a map where fo(i) = 0 if fi(i) # o. Then,
for any associated weakly monomial matriz Ay (as constructed in Definition

)
frop(f (1) = A; © Trop(u). (6.1.26)

Conversely, if Ay € T™™ is a weakly monomial matriz with entries in {0, 00},
the associated map [ satisfies trop(f_l(,u)) = A © trop(p).

Lemma 6.1.27. [IS23, Lemma 2.23] Let u be a valuated matroid over [n]. Let
f[n)u{o} = [n]Ju{o}xT be a map satisfying f1(i) = i. Then, for the associated
weakly monomial matriz Ay defined in Deﬁnitz’on trop(f~(pn)) = A; ©
trop(u). Conversely, if Ay € T™" is a full rank diagonal matriz, the associated
map f satisfies trop(f~!(pn)) = Ay © trop(u).

Proposition 6.1.28. Let u be a valuated matroid over [m]. Let f : [n]U{o} —
[m] U {o} x T be a map. Then, for the associated weakly monomial matriz

Ay defined in Definition trop(f~*(n)) = Ay © trop(p). Conversely,

if Ay € K™™ is a weakly monomial matriz, the associated map f satisfies
trop(f~' () = Ay © trop(p).

Proof. By Lemma [6.1.25], the statement holds for a weakly monomial matrix
with entries in {0, 00}, and by Lemma [6.1.27| it holds for diagonal matrices of

full rank. Since every weakly monomial matrix can be written as the product
of these two types, by Lemma the claim follows for all matrices. O

Corollary 6.1.29. Let u be a valuated matroid over [m] and let A € T"*™ be
a weakly monomial matriz with no zero rows. Then, A ® trop(u) C P(T") is a
tropical linear space.

Example 6.1.30. In Example[6.1.19] we saw that matrix multiplication with a
weakly monomial matrix induced a permutation and translation of the tropical
linear space. Its matrix can be decomposed into a permutation matrix and a
full rank diagonal matrix,

3 o0 0 3 o0 o 0 oo o
A=[oo o0 1| =]oco 1 oo ®|x oo 0
o 0 o oo oo 0 o 0 o

The associated map of matroids is
fin] = [n] xR;1— (1,3);2+ (3,1);3— (2,0);0 — (0,00).

The map f is the composition of a permutation map g : 1 — (1,0);2 —
(3,0);3 — (2,0) and an identity map with noninfinite values in hy, 1 —
(1,3),2 = (2,1),3 = (3,0),0 — (0,00), and f = h o g as defined above.
Hence the valuations of sets in f~!(u) are f~'(u)(12) = 0 +3 + 1 = 4,
Y w)(13)=0+3+0=3, f5()(23) =0+0+1=1,and f~*(u)(I) = o
if o € I. The following table gives the cocircuits of f~!(u) and the vectors
A©CHI).
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1] Cha,) | A0 CHI)
1| (00,4,3) | (o0,1,0)
2| (4,00,1) | (3,1,00)
31 (3,1,00) (3,00,0)

Note that C7_, (1) = A©C}(1)©3 = A©C}(1)© f2(1), and that analogously,
Cran2)=A0CI(3)01=A40C)(1) 0 f2(2) and C}, () (2) = A© C(2) =
A©CH1) O fa(3), as in the proof of Lemma [6.1.27,

6.2 Tropical quiver (pre)varieties

6.2.1 Tropicalised quiver Grassmannians

Now, we come to the main part of this chapter: we combine quiver Grassmanni-
ans and tropical geometry. We will replace the linear spaces that are assigned to
the vertices of a quiver by tropical linear spaces, and the matrix multiplication
by the tropical matrix multiplication with valuated matrices we discussed in
Section [6.1.3] For the background on quiver representations and quiver Grass-
mannians, we refer to Chapter [I] and Chapter [3| and to the material suggested
previously. We will denote by Z2°P the tropicalisation of the quiver Pliicker
relations given in Definition

Definition 6.2.1. Let () be a quiver, M a ()-representation, and consider the
quiver Grassmannian Grq(M) for a dimension vector d. The tropicalised
quiver Grassmannian

(dim(l\l‘QO D

4ol ))

dim(M7)

frop( Gra(M)) € P(TC 4 )Y x o x B(T
is the projective tropicalisation of Grq(M).

We now show that the tropicalised quiver Grassmannian parametrises con-
tainment of tropicalised linear spaces under tropical matrix multiplication, i.e.
we prove the equivalence (a) < (b) of Theorem [F]

Given a matrix A, we write val(A) := (Val(Aij))ij for the matrix with valua-

tion applied to all entries, and write val(A) ® trop(u) for the pointwise tropical
matrix multiplication of val(A) with trop(u).

Proposition 6.2.2. Let K be an algebraically closed field with nontrivial val-
uation, and let M be a quiver representation of a quiver () with quiver Grass-
mannian Grq(M), for some dimension vector d. Then, p € M(Grd(i\/[)) if
and only if there exists a tropical linear space trop(u;) for each vertex i € Qq
such that val(M) ® trop(uss)) C trop(us)) for each arrow f, and there ex-
ists a quiver subrepresentation N = ((N;)icq,, (Ma Ns(a))aEA) over K such that

trop(u;) = trop(N;) for all i € Q.
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Proof. For ease of notation, we restrict to the case where () is a graph with two
vertices and one arrow f, and we write Grq(My) for the corresponding quiver
Grassmannian. All other cases follow similarly. If 4 x v € trop(Grq(My)), from
the Fundamental Theorem of Tropical Geometry [MS15, Theorem 6.2.15], there
exist realisations U of p and V' of v such that the Pliicker coordinates of U and
V are a point of Grq(My). By the main theorem in [LW19|, points in Grq(M;)
satisfy My - U C V, thus val(M;) ® trop(U) C trop(V).

Conversely, assume that val(M;) ® trop(U) C trop(V'), and that there exist
realisations U and V' such that M;-U C V. Then, U x V € QGr(M;,d), hence
Pirop() X Pirop(v) € trop(Gra(My))) by the Fundamental Theorem. O

6.2.2 Quiver Dressians

After parametrising tropicalised linear spaces and their containment relations,
we now consider parameter spaces of their tropical analogues and show Theo-

rems [E] and ?7?.

Definition 6.2.3. Given a quiver (), we can define a tropical ()-representation
as the ordered pair (([n]ieq,), (Ma)aca) where all n; are natural numbers and
the M, € T*(®**®) are tropical matrices.

Definition 6.2.4. Let () be a quiver, M a @Q-representation over an alge-
braically closed field K and d a dimension vector for (). The quiver Dressian
QDr(R,d) C IP’(’]I‘dl) X e X P(Tdm) is the projective tropical prevariety cut
out by the tropical Pliicker relations and the tropical quiver Pliicker relations,
{Z7r U{25r}, 4 (see Definition 3.1.4).

disni JieQoq

Now we show Theorem [E] i.e. that the quiver Dressian parametrises con-
tainment of projective tropical linear spaces under matrix multiplication.

Theorem 6.2.5. Let p and v be valuated matroids over the ground sets [m]
and [n] and of rank r and s respectively, and let Q be a quiver consisting of two
vertices connected by one arrow f. Let M denote a tropical QQ-representation
assigning the tropical matriz My € T™™ to f. Then,

px v e QDr(M,(r,s)) & M; ®trop(u) C trop(v).

Proof. The standard Grassmann-Pliicker relations associated to the vertices
vanish if and only if © and v are valuated matroids. Thus, we only focus on the
quiver Pliicker relations. By definition, yu x v € QDr(M, (r, s)) if and only if for
all I € ([m]) and J € (S[zll), the minimum in

r—1
@ ((Mf)i,j ® pruj © pJ\i)

j€n\IieJ
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is attained at least twice. Equivalently, for all I and J as above, the minimum
in

B (pueontudenng) = @ (0o o))

JEMIN, J€MNI,
icJ icJ

(6.2.6)

is attained at least twice. We write My ® C}(I) for the vector with coordinate
entries

(MyoCi(I)), = (mp1; ©CiI);) @@ (mpn; © Ch(I);).

J
By distribution, the minimum in (6.2.6)) is attained twice if and only if

MyoCiI) € V(B C,())i @) = trop(v).

i€[n]
Finally, by Proposition|6.1.11) M ® trop(u) is tropically convex. Using Propo-
sition [6.1.20 the above is thus equivalent to

@ Az © My © Ci(I) = Acy) € R} = M/ ® trop(p) C trop(v).
Cr(I)€C* (1)

]

Corollary 6.2.7. Let My be a weakly monomial matriz, and let p and v be
matroids of ranks r and s over [n]. Then, M; ® trop(u) C trop(v) if and only
if f:v— uxR as constructed in Proposition[6.1.2 is an affine morphism of
valuated matroids. Further, My ® trop(u) C trop(v) is realisable, i.e. there are
two K-vector spaces Ly C K" and Ly C K™ and a map f : K* — K™ given by
a matriv My such that p(Ly) = v, p(Le) = p and My = val(Mk) if and only if
f:v—=pu xR is a realisable affine morphism of valuated matroids.

Proof. By Proposition[6.1.28] there exists a map f : [n]Ju{o} — [n]JU{o} x T such
that My ® trop(p) = trop(f~*(u)). By [BEZ21, Theorem A], trop(f~!(u)) =
My ® trop(p) C trop(v) implies that f~'(p)|p) « v, i.e. by Definition [6.1.17]
that f~! is an affine morphism of valuated matroids. The realisability statement
follows from Definition [6.1.17 O

This proves Theorem ?? and the equivalence (b) < (c) in Theorem [F]

Remark 6.2.8. While the projective quiver Dressian and the projective tropi-
calised quiver Grassmannian describe projective tropical linear spaces, we can
instead consider their classical tropicalisations.

As before, we obtain two different tropical analogues: The open tropicalised
quiver Grassmannian trop(Grq(M)) is the classical tropicalisation of the inter-
section of the quiver Grassmannian with an appropriate algebraic torus. The
open quiver Dressian QDr is the tropical prevariety in R™/R1 cut out by the
(classical) tropicalisations of the quiver Pliicker relations.
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Corollary 6.2.9. Let M; € T"*™ be a tropical matriz. Let pv and v be valuated
matroids over [m] and [n| respectively whose underlying matroid is the uniform
matroid. Then,

pxveQDr(M,(r,s)) < My ® trop(u) C trop(v).

Further, p x v € Gr‘(’m)(M) if and only if there exist tropical linear spaces
trop(u) ans trop(v) such that val(M) © trop(uy C trop(v) , and there exists
a quiver subrepresentation Vi,Vy over K such that trop(p) = trop(Vy) and
trop(v) = trop(V5).

Proof. The first statement follows directly from Theorem [E| the second from
Theorem [E] ]

Remark 6.2.10. We remark that, with notation as above, QDr(M, (7, s)) and
trop(Gr () (M)) are empty if the matrix M has a zero column or if the tropical
matrix M; has an infinity-column.

6.3 Realisability in quiver Dressians

In Section we remarked the difference between intrinsically tropical and
tropicalised objects, and distinguished the Dressian, parametrising tropical lin-
ear spaces, from the tropicalised Grassmannians, parametrising tropicalised lin-
ear spaces. We observe a similar distinction for quiver Dressians and tropicalised
quiver Grassmannians.

The first example of a nonrealiseable tropical linear space, i.e. a tropical
linear space that is not the tropicalisation of any linear space, occurs in ambi-
ent dimension 8. The first nonrealisable flag of tropical linear spaces already
occurs for ambient dimension 6 (see [BEZ21, Example 5.2.4]). For arbitrary
quivers, we show that the ambient dimension of the first nonrealisable quiver
subrepresentation is even smaller.

Remark 6.3.1. If M is a ()-representation assigning a vector space of dimension
1 to each vertex, the quiver Grassmannian Grq(M) is a point for any dimension
vector d; there are no classical Pliicker relations, and the only quiver Pliicker
relations are the monomial relations corresponding to the coordinates of the only
point in the quiver Grassmannian. Hence, trop(Grq(R)) C P(T?!) x - - - x P(T*)
is a point. Since P(T!) x --- x P(T!) is also just a point, the containment is an
equality, and therefore trop(Grg(R)) = QDr(R, d).

Theorem 6.3.2. For any Q-representation M, trop(Grq(M)) € QDr(M,d).
Further, for any finite quiver QQ and any Q-representation M assigning di-
mension 1 to each verter, QDr(M,d) = trop(Grq(M)). The same is not
true in higher dimension: for any pair ni,ny > 2 there exist a quiver ()
and a Q-representation M containing an arrow o with dim(Myq)) = ni and
dim(Mya)) = ne where the above containment is strict.
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The example for trop(Grq(M)) # QDr(M,d) where the two vertices adja-
cent to « are of dimension 2 relies on the nontrivial valuation of the base field.
Similar constructions can be given for higher ambient dimension, as described
in Exampld6.3.4. However, the examples we construct afterwards for higher
ambient dimension (n; > 4) already occur for fields with trivial valuation and
for quivers with no parallel edges.

Example 6.3.3. We construct an example for trop(Grq(M)) # QDr(M,d)
where both vertices adjacent to a are of dimension 2. The quiver we consider is
known as the Kronecker quiver (see Example. We define its representation
M as shown in Figure , with quiver Grassmannian Gr 1)(M); in this case,
we replace C with C{t}}, the field of Puiseux series. It is an example of a
reduced quiver Grassmannian of dimension 0 with two connected components
(the two eigenspaces of the map corresponding to the lower arrow).

Let vy and vy denote the Pliicker variables of the space corresponding to
the left vertex, and let w; and ws, denote the Pliicker variables of the right
vertex. Since Gr(1;2) and Gr(2;2) have no Grassmann-Pliicker relations, the
only relations are the quiver Pliicker relations (see Definition , which are
v1wy + vowy and viwy + (1 + t)vow;. We have

V ((vywat-vawy, viwa+(14+t)vews ) = {((1 : 0),(1:0)),((0:1),(0:1)) c P'xP'}
and
trop(Gr,y (M))) = {((0: 00), (0 : 00)), (00 : 0), (00 : 0)) C P(T*) x P(T*)}.
Tropicalising the generators, we have that V (trop(viws + vew;)) is the set

W ={((v1 : v2), (w1 : wy)) € P(T?) x P(T?)| min(v; + wy, vy + wy)

is attained at least twice}.

Since val(1+t) = val(1) = 0, we further have W = V (trop(viws + (1 +t)vewy)),
thus W = QDr(R, (1,1)). Now, W can be rewritten as

W = {((v1 : v2), (wy : w)) € P(T?) x P(T?) | vy +wz = v+ wn},

which is a connected 1-dimensional space (that contains the two points above),
whereas trop(Gr,1)(M)) is not.

Example 6.3.4. To obtain an analogous example for ambient dimension 3,
we can consider the same quiver as in Example We assign C{t}}* to

10 0
each vertex, the matrix [é g ﬂ to the upper arrow and [8 1z]rt ) fﬁ} to the lower

arrow. Again, Gr(1;3) has no Grassmann-Pliicker relations, so the only Pliicker
relations are
VW2 — VW1, V1W3 + V3Wi, VaW3 — U3W2
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10
C{tp? [0 1] C{t}°
[1] 10 [1]
0 1+¢
Figure 6.1: A quiver ) with Q-representation M for n = 2 where

trop(Gr11y(M)) # QDr(M, (1,1)).

for the upper arrow, and
vy — (1 + tyvgwy, vyws + (14 1 )vswy, (1 + t)vaws — (1 + t*)vgw,

for the lower arrow. The zero locus of the six equations is zero-dimensional and
consists of three points: ((1:0:0),(1:0:0)),((0:1:0),(0:1:0)) and
((0:0:1),(0:0:1)), so the tropicalisation of the quiver Grassmannian does
too. Again, as the valuations of all nonzero matrix entries is zero, the quiver
Dressian is the set

{(v,w) € P(T?)xP(T?) | v1+wq = votwy, v1+ws = v3+w; and vo+ws = wy+vs}.

This set is 1-dimensional, thus the tropicalised quiver Grassmannian and the
quiver Dressian differ. This example can similarly be extended to an example for
higher ambient dimension n. Here, we assign C{¢}}" to both vertices, consider
the dimension vector (1, 1) and assign the matrices to the two arrows as follows:
one arrow is assigned the identity matrix, and the other arrow gets the diagonal
matrix with entries (1,1 + ¢, 1+ ¢2,...,1 4+ ¢"1). An example for a quiver
representation of trivially valued fields over a quiver with no parallel edges can
also be found, though it is significantly more complicated.

Now we give an example of a quiver representation M satisfying

trop(Gra(M)) # QDr(M, d)

over a field with trivial valuation, using a quiver without parallel edges where
all vector spaces associated to vertices have dimension at least 4. Afterwards,
we will extend this to a family of such examples for higher vertex dimensions.

Example 6.3.5. We recall the quiver and the quiver representation given in
Example [3.1.2;

(C4
V %‘: 1000
Q,M: c* <c4,Mid_[g(l]ffg],d_(l,2,2,3).
4 L 0001
(C4
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The quiver Grassmannian Grq(M) parametrises the arrangement of four
tropical objects: two tropical lines that are contained in a common tropical
plane, and a common point lying on all of them. In Figure [6.2] we give an
example of such an arrangement.

Figure 6.2: The numbers below the vertices of the quiver represent the fixed
dimensions of the corresponding subspaces. Any subrepresentation consisting
of such subspaces describes the containment of a point in two lines, which are
both contained in a common plane. On the right, a collection of tropical linear
spaces satisfying these conditions.

We obtain from Definition the following equations for the quiver Grass-
mannian Grq(M) inside the product of Grassmannians [[ Gr(d;;4):

P12P34 — P13P24 + D1aP23 p’12p§,4 - p’13p§4 + p/14pl23 P12P134 + P13DP124 + P14P123
D12P234 + P23D124 + D24P123  DP13P234 T P23P134 T P34P123  P14P234 + D24P134 + P34D124
PloP134 + PlaPi2a + PluPias  PlaDosa + PaysDioa + PouDi2s  DisPasa + DhsPisa + DaaPr2s

PraP2sa + PhaPisa + PhaPioa P1P23 + P2p13 + P3Pi2 DP1P24 + P2P14 + PaPi2
P1P34 + P3P14 + PapPi3 D2P34 + P3P24 + PaPas P1Phs + P2pis + Papls
P1Phy + P2Py + DaPlo P1Pss + D3Pia + DaDlis PPy + D3Phs + Dallg

where we denote by pj; the Pliicker coordinates corresponding to the two-
dimensional subspace corresponding to the vertex at the bottom of (), which is
a point in Gr(ds;4).

We compute the quiver Dressian and the tropicalised quiver Grassmannian
in gfan [Jen|, and do some auxiliary computations in OSCAR [OSC22].

The quiver Dressian has dimension 12 and f-Vector (1, 58,466, 1156, 858, 3).
The tropicalised quiver Grassmannian has dimension 10, as does the ideal gen-
erated by the polynomials. Since the dimensions of the tropical (pre-)varieties
differ, they cannot be equal, showing the second part of Theorem [G] for n = 4.

As a polyhedral complex, the tropicalised quiver Grassmannian is the union
of the tropicalisation of the 46 primary components of the quiver Grassmannian.
Of these components, 37 tropicalise to linear components of dimensions 8, 7, 6
and 5 in different coordinate directions. Each of the remaining nine components
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Figure 6.3: The nonlinear irreducible components of Example [6.3.5] are linear
spaces of dimension 10 and 8 over the graph above.

has, after quotienting out lineality, six rays and ten facets, whose incidences are
depicted in the graph in Figure [6.3]

Corollary 6.3.6. For any ni,ns,n3,ng > 4 there exists a quiver QQ and a Q-

representation M’ assigning each n; to a vertex such that trop(Gra(M')) C
QDr(M’,d).

Proof. We consider the quiver representation M of Example [6.3.5] and con-
struct a quiver representation M’ by substituting each base set on the vertices
by [n;]. For each matrix, we append an appropriate amount of zero rows or
columns. This way, Grq(M’) has the same Pliicker relations as Grq(M). Since
dim(trop(Grg(M)) < dim(QDr(M,d)), we obtain that dim(trop(Grg(M’))) <
dim(QDr(M’,d)). Hence,

trop(Grq(M')) € QDr(M',d).

This concludes the proof of Theorem [G|

Perspectives

This bridge between quiver representation theory and tropical geometry offers
new strategies and points of view to deal with current open questions of tropical
geometry. The following are possible questions to be answered:

1. We know that, for Dressians and for flag Dressians, there exists an ad-
ditional characterisation in terms of regular matroidal subdivisions of a
certain polytope. Can we find an analogous for quiver Dressians?

2. Could we give a meaningful definition of tropical Schubert varieties, by ex-
ploiting the realisation of smooth Schubert varieties described in Chapter
M and considering the corresponding quiver Dressians?
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