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ABSTRACT. We study the breakdown of rotational invariant tori in 2D and 4D stan-
dard maps by implementing three different methods. First, we analyze the domains of
analyticity of a torus with given frequency through the computation of the Lindstedt
series expansions of the embedding of the torus and the drift term. The Padé and log-
Padé approximants provide the shape of the analyticity domains by plotting the poles of
the polynomial at the denominator of the Padé approximants. Secondly, we implement
a Newton method to construct the embedding of the torus; the breakdown threshold
is then estimated by looking at the blow-up of the Sobolev norms of the embedding.
Finally, we implement an extension of Greene method to get information on the break-
down threshold of an invariant torus with irrational frequency by looking at the stability
of the periodic orbits with periods approximating the frequency of the torus.

We apply these methods to 2D and 4D standard maps. The 2D maps can either be
conservative (symplectic) or dissipative ( more precisely, conformally symplectic, namely
a dissipative map with the geometric property to transform the symplectic form into a
multiple of itself). The conformally symplectic maps depend on a dissipative parameter
and a drift term, which is needed to get the existence of invariant attractors. The 4D
maps are obtained coupling (i) two symplectic standard maps, or (i7) two conformally
symplectic standard maps, or (ii4) a symplectic and a conformally symplectic standard
map.

Concerning the results, Padé and Newton methods perform well and provide reliable
and consistent results (although we implemented Newton method only for symplectic
and conformally symplectic maps). Our implementation of the extension of Greene
method is inconclusive, since it is computationally expensive and delicate, especially in
4D non-symplectic maps, also due to the existence of Arnold tongues.

Keywords. Symplectic systems, Conformally symplectic systems, Dissipative systems,
Standard map, Invariant tori, Periodic Orbits, Padé approximants, Greene method, Lind-

stedt series, Newton method, Arnold tongues.

1. INTRODUCTION

1.1. The goal of the work. As a motivation for studying 2D and 4D conservative

and dissipative maps, we mention that in low-dimensional systems (e.g. Hamiltonian
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systems with less or equal than 2 d.o.f.) invariant rotational tori provide a strong stability
property, since they divide the phase space into invariant regions. In higher dimensional
systems, the confinement is no more valid and the orbits can go around the invariant
tori, a well-studied phenomenon known as Arnold diffusion ([1]). In Celestial Mechanics,
an example of low-dimensional system described by a Hamiltonian with 2 d.o.f. is given
by the planar, circular, restricted three-body problem. Taking a surface of section on a
given energy level, one obtains a 2D map. Releasing the assumption of circular orbits
and allowing the orbits of the primaries to be elliptic, one obtains that the motion takes
place in a 6D phase space. Taking a surface of section on a given energy level, one obtains
a 4D map.

It is worth mentioning that dissipative effects in Celestial Mechanics are found at
different size scales; we just quote Poynting-Robertson drag on small particles, the effect
of the atmosphere on Earth’s satellites, tidal torques on planetary satellites. Such effects
greatly contribute to shaping the evolution of objects in the solar system.

Given this physical motivation, the breakdown of invariant tori (namely, tori whose
dynamics is smoothly conjugated to a rotation) in conservative and dissipative 2D and
4D maps is the core subject of the current work. Before proceeding, let us specify what
we mean by breakdown of invariant tori. The maps we are going to study are nearly-
integrable and depend on a perturbing parameter, say ¢, such that the map is integrable
when ¢ = 0 and it is non-integrable when € # 0. An invariant torus with a fixed irrational
frequency (precisely, Diophantine), say w, exists in the integrable case. The torus gets
deformed when ¢ increases, until a critical value, say e., is reached at which point the
invariant torus breaks down. We will implement different methods to compute .. We
notice that in the dissipative case, one needs to introduce a drift parameter (see [42],
10], [13)).

1.2. Maps and frequencies. We will consider conservative and dissipative maps. In
particular, we start from the 2D standard map introduced by Chirikov in [25], which
is an area-preserving map, and hence symplectic; we study also its dissipative version,
obtained adding a dissipative parameter and a drift term. We will consider also 4D maps
by coupling two 2D symplectic maps, thus obtaining the 4D symplectic map, known as
the Froeschlé map. Next, we consider the coupling of a symplectic and a dissipative 2D
map, providing what we call a mixed 4D map, depending on a dissipative parameter and
a 1D drift term. Finally, we consider the coupling of two 2D dissipative maps, which

generate a dissipative 4D map, depending on two dissipative parameters and two drift
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terms. When the dissipative parameters are equal, the map is said conformally symplectic
([14]), which means that it is a dissipative map with the property that it transforms the
symplectic form into a multiple of itself.

We will mainly consider the classical standard map with only one harmonic, but we
will also provide a few results for maps with two harmonics.

In the 2D maps, the 1D invariant tori are labeled by a scalar irrational frequency.
KAM theory ([37], [2], [41]) assumes that the irrational frequency satisfies a Diophantine
condition. One can construct rational approximants to the frequency by taking the
truncations of the continued fraction expansion of the irrational number. Each rational
approximant corresponds to a periodic orbit, that approximates better the invariant torus
as the period gets longer. In the 4D maps, the 2D invariant tori are labeled by a frequency
vector with two components; in this case, the construction of the rational approximants
is more elaborate, see, e.g., [36], [43], [45], [44]. We will implement the so-called Jacobi-
Perron algorithm, which gives an explicit procedure to construct rational approximants

to the 2D frequency vector of the 4D symplectic, mixed, dissipative standard maps.

1.3. Computing the breakdown threshold. In this work, we implement three differ-
ent methods (to which we refer as Padé approximants, Newton method, Greene method)
to determine the breakdown threshold of rotational invariant tori. Let us briefly detail
such methods.

Invariant tori are represented by an embedding function and one needs to compute
also a drift term in the dissipative case. The embedding and the drift can be expanded
in Lindstedt series, in powers of the perturbing parameter. The terms of the Lindstedt
series can be obtained through recursive formulae as solutions of suitable cohomological
equations. We compute these terms up to a given order and then we determine the
Padé approximants of the truncated series, namely polynomials whose quotients have
the same Taylor expansions as the truncation (see [11], [12] for computations concerning
the dissipative 2D standard map). The locations of the zeros of the polynomial at the
denominator provide an approximation of the analyticity domain of the invariant tori
in the complex parameter plane. Pioneer works on the computation of Lindstedt series,
analyticity domains and breakdown of tori are provided by [33], where the 2D standard
map is studied, and [8], [38], where the 4D semi-standard map is analyzed. The shape
and size of the analyticity domain strongly depends on the nature of the map and the
characteristics of the frequency. We compute also the logarithmic Padé approximants

([28]), which complement the results obtained by computing the Padé approximants.
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Finally, we determine the radii of convergence of the Lindstedt series, which give a lower
bound of the breakdown threshold of the invariant tori.

The Newton method allows us to construct an invariant torus for symplectic and con-
formally symplectic maps through a quadratically convergent procedure. In conformally
symplectic systems, starting from the invariance equation for the embedding and the
drift, the Newton method relies on the so-called automatic reducibility ([26], [14]), ac-
cording to which, in the vicinity of an invariant torus, there exists an explicit change
of coordinates that transforms the linearization of the invariance equation for the torus
into a constant coefficient equation. We implement an explicit algorithm, borrowed from
[14], to implement a Newton method to determine the embedding and the drift. Then,
we compute the corresponding Sobolev norms, whose blow-up provides an estimate of
the breakdown threshold of a torus with fixed frequency. In fact, as already noticed and
implemented in [13], [21] (see also [16], [17]), if the torus exists, the Sobolev norms change
with the perturbing parameter; but when approaching the critical threshold of the per-
turbing parameter, the Sobolev norms blow up. This behavior allows us to approximate
the critical value of the perturbing parameter associated to the symplectic and confor-
mally symplectic 2D and 4D maps. Rigorous results behind this method can be found in
[18], [14]. We remark that for conformally symplectic systems the tori persist as normally
hyperbolic invariant manifolds ([20]), so that the breakdown of the tori coincides with
the breakdown of the conjugacy to rotations or the breakdown of normal hyperbolicity.

A technique to determine the critical threshold by looking at the behavior of the
approximating periodic orbits was developed by J. Greene in [32], which contains an im-
plementation for the symplectic 2D standard map (see [29], [39] for a partial justification
of Greene method and [30], [31] for an application to volume-preserving maps). However,
the symplectic standard map is very peculiar, since it can be written as the product of
two involutions; as a consequence, the periodic orbits can be determined among the fixed
points of one of these involutions. Unfortunately, this decomposition into involutions does
not happen in the dissipative case, a fact that complicates enormously the determination
of the periodic orbits, as already noticed in [21], requiring more computational time than
Padé method or Sobolev criterion. Despite this complication, we attempt to determine
periodic orbits also in the dissipative case, at the expenses of a big computational effort.
Then, we implement an extension of Greene method, which is based on the study of
the linearization of the periodic orbits with frequency close to the rotation number of

the invariant torus. Besides the works [29], [39] providing pioneer results to justify the
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symplectic case, a partial justification of an extension of Greene method for conformally
symplectic and dissipative systems is given in [20], where it is proved that if a KAM torus
exists, then one can get information on the spectrum of the periodic orbits with nearby
frequencies; the proof requires adjusting parameters and provides information also on the
width of the Arnold tongues.

1.4. Content of the work. In Section 2 we introduce the definitions of symplectic and
conformally symplectic systems; in Section 3 we give explicit expressions for the 2D and
4D maps that we are going to study; in Section 4 we discuss the rational approximation to
the irrational frequencies; in Section 5 we give the definition of invariant tori; we provide
in Section 6 the Lindstedt series expansions of the hull functions representing the tori
and we compute the Padé approximants to study the analyticity domains of the tori;
Newton method to construct the invariant tori is presented in Section 7 together with
an application of Sobolev criterion; some results about periodic orbits approximating the

tori are described in Section 7.5.

2. SYMPLECTIC AND CONFORMALLY SYMPLECTIC SYSTEMS

We consider a discrete system f defined on a symplectic manifold M = B x T?, where
B C R? is an open, simply connected domain with smooth boundary and d > 1 denotes
the number of degrees of freedom of the system. We assume that M is endowed with a

symplectic form €; then, for any vectors u,v € R, one has

where we assume that .J, the matrix representing () at x, is a constant matrix, as it will be
the case for the models studied in this work (see Section 3). Symplectic and conformally

symplectic maps have specific geometric properties as given by the following definition.

Definition 1. A diffeomorphism f : M — M is conformally symplectic, if there exists
a function A : M — R such that
=X, (2)
where f* denotes the pull-back of f. The diffeomorphism is symplectic if A = 1.
It is known (see, e.g., [14]) that for d > 2, any function A satisfying (2) must be

constant. In the following, we will always consider A constant.

The condition (2) is equivalent to

Qi) (Df(2)u, Df (z)v) = AQ(u,v) ,  Vu,v € R?.
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Recalling (1), we have

(Df(z)u, JDf(z)v) = A (u, Jv),
which must be valid for any u, v, thus yielding

Df(z)" J Df(z) =\ .

As remarked in [14], Definition 1 can be generalized to the case in which the phase

space can be written as the product of j > 2 manifolds, say
M = M1 X ... X Mj

with associated symplectic forms €, ..., €, such that Q@ = Q) ® ... ® Q;. Then, (2) is

replaced by the generalized condition
Q=00 ®...0\Q; (3)

with Ay, ..., \; constants. Motivated by this remark, we introduce the following notion of
systems with mixed symplectic and conformally symplectic properties; for short, we will

refer to them as mixed systems.

Definition 2. Let us consider a domain M which can be written as M = M; x ... x M;
with j > 2 and let 0y, ..., Q; be the symplectic forms on My, ..., M;. Let f : M — M
be a diffeomorphism with conformal factors Ay, ..., A\; as in (3). We say that f represents

a mixed system, if there exists an index 1 < k < 7, such that
Ay Mg # 1 M1 = . = Aj=1. (4)

We will refer to dissipative systems, when not all A\, ..., A\; are equal for d > 2, and
they all are different from 1.

In the case of dissipative, conformally symplectic and mixed systems, we will consider a
family of maps f,, where p € R? is called the drift parameter. The reason for introducing
extra parameters is that in the symplectic case, without the need of parameters, there
exist invariant tori with different frequencies, while in the conformally symplectic case
one needs to add a drift parameter vector to have the existence of invariant tori of
prescribed frequency. When considering a family of maps f,,, we say that f, is conformally
symplectic if it satisfies (2). Similarly, we extend to the family f,, the Definition 2 of
mixed systems, whenever (4) is satisfied. Examples of symplecticj mixed, conformally

symplectic maps are given in Section 3.



BREAKDOWN OF TORI IN STANDARD MAPS 7
3. STANDARD MAPS

In this Section, we introduce 2D conservative and dissipative standard maps, and 4D

symplectic, mixed, dissipative, and conformally symplectic standard maps.

3.1. Symplectic and conformally symplectic 2D standard maps. The conformally

symplectic 2D standard map is defined by the discrete set of equations

Unt1 = Ayn+p+eVi(x,)
Tp+1 = xn+yn+1a (5)

withy, € R, z,, € T, ¢ > 0is the perturbing parameter, 0 < A < 1 is the conformal factor,
1 € R is the drift parameter, and V is a regular, periodic function. The determinant
of the Jacobian of (5) is equal to A. Hence, when A\ = 1 and p = 0, one obtains the
symplectic standard map ([25]), while for A > 0 and p # 0, one obtains the conformally

symplectic standard map.

3.2. Symplectic, conformally symplectic, mixed and dissipative 4D standard

maps. We consider the map described by the following equations for y,,, w, € R, x,, 2z, €

T:
AMYn + 1 + 58W( )
n - n — \Tny Zns

Yn+1 1Y M1 or Y

Tp+1 = xn_‘_yn-l—l
ow

Wny1 = MWy + o +e——(Tn, 203 7Y)
0z

Zn+l — Zn + Wn+1 (6>

where € > 0 is the perturbing parameter, v > 0 is the coupling parameter, 0 < A, Ao < 1
are the conformal factors, 1, o € R are the drift parameters, the function W is periodic
in x,, z,, with zero average in both arguments. The system (6) is obtained by coupling
two 2D standard maps; its Jacobian amounts to Ay Ay. We will often consider the following

expression for the function W entering in (6):
W(x,z;7v) = —cosx — cos z — ycos(x — z) . (7)
We remark that the map (6) is:
(1): symplectic, if Ay =Xy =1, ug = pp = 0;
(73): conformally symplectic, if A\; = Ao, A1, Ao > 0 and g, o € R;
(797): mixed, if Ay > 0, Ao =1, p1 € R, po = 0;
(iv): dissipative (contractive), if 0 < A\; # Ay < 1 and puq, po € R.
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Remark 3. For practical purposes, we mention that the frequency vector w = (w1, ws)

associated to an orbit of (6) can be approximated by the quantities

1 1
wlzmzyj, szmej
Jj=1 j=1
for Ny € Z. sufficiently large.

4. DIOPHANTINE VECTORS AND BEST APPROXIMATIONS

As it is well known, the existence of invariant tori can be proved by KAM theory,
provided a condition on the frequency vector, say w € RY, is satisfied. More precisely,
KAM theory requires that w satisfies a Diophantine condition, which is introduced as

follows.

Definition 4. The frequency vector w € R is said to satisfy the Diophantine condition,
if
w-my +me| Tt < vy [T, my € Z0{0}, ma € Z (8)

for some constants 0 <v <1, 7> 1.

For 7 > d — 1, the set of Diophantine vectors has full Lebesgue measure in R¢. For
the 2D maps, the frequency is a scalar number, while for the 4D map the frequency is a

2D vector, say w = (w1, ws). By Liouville theorem ([35]), algebraic numbers satisfy the

Diophantine condition with d = 1. We will consider the golden ratio w = ‘/52_1, which is

the inverse of the solution of the quadratic equation @w? —w — 1 = 0. We also introduce
the spiral mean s ~ 1.32472, which is the solution of the cubic equation s* —s —1 = 0,
and the number 7 ~ 1.83929 as the solution of the cubic polynomial 73 — 72 — 7 —1 = 0.

For the 2D maps, we mainly consider the frequencies @ and s~!. For the 4D maps, we

select the following 2D vectors:

w, = (s—1,s") ~(0.3247,0.7549) ,

w, = (s7's—1)~(0.7549,0.3247) ,

w. = (r',7—1)~(0.5437,0.8393)

w, = (5"~ (0.6180,0.7549)

w, = (s7',s7%) ~ (0.7549, 0.5698)

w, = (2(s—1)— s ,s— 1) ~ (0.6180, 0.3247) . (9)

247
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For the Diophantine property and rational approximations of 2D frequencies, we refer
to the specialized literature ([36], [35], [43]). The vectors w,, w,,, w, (considered in [40],
[45]) are Diophantine, being in the cubic field generated, respectively, by s and 7; as for
w,, we have verified numerically that it satisfies the Diophantine inequality (8) up to
|k| < 10°. The Diophantine property of w,, w, has been studied in [24]. An algorithm

due to Jacobi and Perron (see, e.g., [43]) to compute the rational approximants to 2D

frequency vectors is briefly recalled in Appendix A.

5. INVARIANT TORI

In this Section, we introduce the definition and parametric representation of rotational

KAM invariant tori for mapping systems.

Definition 5. Let f, : M — M be a family of conformally symplectic diffeomorphisms
defined on the manifold M = B x T with B C R? an open, simply connected domain
with smooth boundary. Let w € R? be the frequency vector, satisfying the Diophantine
condition (8). A KAM torus with frequency w is an invariant torus described by an
embedding K : M — T¢ and a drift e R?, such that the following invariance equation
is satisfied:

foKW) =K@+w), weT! (10)

Notice that, if there exists K satisfying (10), then K (1)) = K(¢+¢) also satisfies (10)
(see [14]). We also notice that, in the case of symplectic diffeomorphisms, Definition 5
applies without the need to introduce the drift term.

Let us make explicit the invariance equation (10) for the map (6). Using vector nota-
tion, we introduce the quantities

ow ow
éz(l’,z), ﬂ:(y7w>7 A:()‘h/\?)v II"L:(I[’L17M2)7 K:(ﬁ_x’a)

Using the equations in (6), we obtain the relation

§opy — (Mg +AE  =p+eV(ET), (11)

where I5 is the 2 x 2 identity matrix and A is the diagonal 2 x 2 matrix with non-zero
components Aq, Ao.

A parameterization of an invariant torus with frequency w € R? can be constructed by
introducing the hull function P : T? — T?, so that

£=v+DP(¥) (12)
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with the property that the flow in the parametric coordinate is linear:
%nﬂ = yn + 27w .
From (6), we obtain also that the components conjugated to { are given by
n=w+ P +2rw) — P(¥) .
From (11) and (12), we obtain that P satisfies the following equation:
Py +21w) — (La+A)P(Y) +AP(Y —271w) + 27(1r — A)w
— p—eV(y+P()iy) =0, (13)
As before, if P satisfies (13), then P, (¢) := P(¥ + a) + a will also be solution of (13).

To settle this under-determinacy, we can use the normalization

| pwas=o. (14)

We note that this is equivalent to the normalization used in [14].  The solution of
equation (13) in the form of series expansions will be the core topic of Section 6 below.
We refer to [15] for the formulation of (13) for the map (5).

6. LINDSTEDT SERIES AND ANALYTICITY DOMAINS FOR THE INVARIANT TORI

In this Section, we provide the formulae for the computation of the Lindstedt series
expansions of the hull function P introduced in (12) as well as of the drift term pu, so

that they solve (13) in the sense of power series.

6.1. Iterative computation of the Lindstedt series. We start by expanding the
function P, as well as the drift p, in power series of € and by retaining the terms up to

a given order N € Z,, thus obtaining the truncated Lindstedt series:
N

N
PO =3P,y =3 e (15)
j=1

j=1
where PY) satisfies the normalization (14). Let us introduce the operator E,(P) as the
left hand side of (13). Then, we can say that P%V) is such that

B0 (B = O(le™1) .

The terms P, 1 in (15) can be obtained as follows. Consider the formal expansion of

the vector function V as

V(g +P);v) =Y V,(wh;7)e; (16)



BREAKDOWN OF TORI IN STANDARD MAPS 11

we will give in Section 6.2 an iterative formula for the coefficients V. Inserting (15) and
(16) into (13), one obtains:

Z (Y + 27w)e’ (IQ+A)ZP](w)€j —i—AZBj(%—%Tg)gj
=0 =0 =0

J

+ 2n(l, — Z —eY V,(thi7)ed =0.
7=0 7=0

From the previous relations, equating same powers of ¢, the following equations are

obtained for j = 0:
Py(¢ + 2nw) — (I + M) Py(¢) + APy (¢ — 27w) + 27(lo = AN)w —p, =0,  (17)
while for j > 0 the equations become:

Bj(ﬂ + 27w) — (> + A)Bj(ﬂ) + AB]’(@ —27TW) — p, = Kjfl(y; ) (18)

Remark 6. Notice that, the coefficients V;_, at the right hand side of (18) depend only

on the previously computed coefficients Vo, Vi, ..., V. 5.
At the order j = 0, a solution of (17) is given by Py = 0 and p = H, with components

Ho1 = 27(1 - )\1)W1 ) Ho2 = 277(1 - )\2)002

For 7 > 1, the two components of the cohomology equations (18) are of the following

form
Lrwg(®) — p=n;7) , (19)

where the operator £, is defined as

Lywg(¥) =g +2mw) — (1 + N)g(¥) + Ag(¢ — 27w) ;

the unknowns in (19) are the function g : T> — R and the scalar ;4 € R, whereas the
function n : T> — R and the parameters 7, A\ € R are given. The solution of (19) is
obtaned through the following lemma.

Lemma 7. Given A\ € R, let w € R? be a Diophantine vector and n : T? — R be
an analytic function. Then, equation (19) has a unique solution (g, u) satisfying the

normalization

[ Lot aw=o, (20)
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given by
o= —o(7)

o () ik
9@) - Z 627Ti£'k _ (1 + )\) + )\6_27“@&67, ) E 7é Q ) (21>
kezZ\{0}

where N(7y) are the Fourier coefficients of .

Proof. Equation (19) can be solved in Fourier space. Consider the Fourier expansions
= gL () =Y d(y)ety (22)
kez? kez?
inserting (22) into (19), the equation (19) becomes
D (EE — (L4 A) + Ae 2 gretE =Y " i (y)etE
keZ? kez?
Its solution is given by (21). Note that gy is a free parameter; we choose it in such a way

that g satisfies the normalization (20), namely gy = 0. OJ

6.2. Expansions of the vector function V. To carry out the procedure described in
Section 6.1 to determine the Lindstedt series, one needs to compute the formal expansion
in (16) for the function V(¥ 4+ P(¢);), which can be found as follows (see [23]).

We consider the Fourier expansions

therefore, we obtain

V(Y +P()i7) = ) Vy)et e, (23)
It is enough to find the expansions of the exponential functions as (compare with [9])

BUHEE) = Z bjx( k\Y (24)

for suitable coefficients b;; which are determmed as follows. Taking the derivative of
both sides of (24), we obtain

o0

( (y)) ek W+E(WY)) — Z(] + 1) i1, k(@b)

=0

Using the formal expansion of P, together with (24), we have

ik - (Z(j - 1)£j+1ej> D bise’ =) (G + Dbjrase’

j=0 j=0 7=0
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namely

00 J 00
> ik - (Z(h + 1Py bthc) &= (j+ Dbjrase’ -

7=0 h=0 j=0
Thus, the following relations follow:

bo.k (%) = *?

J
bie(¥) = k- (h+ )Py (0)bjons(®) ,  5>0.
h=0

6.3. Explicit cohomology equations. Putting together (23) and (24) one obtains that
the coefficient of order ¢’ in (16) is given by
V; 90 7) Z Vk
kez?
Thus, the explicit cohomology equations (18) at order &/ are given by
Py + 2mw) — (I + AP, (0) + AP (¢ — 2mw) — ;= > Vi(Mbjas(¥)  (25)
kez?
whose solutions are obtained using Lemma 7. Once P; and p; are computed from (25),

one obtains the desired formal solutions P, u of (13).

6.4. Analyticity domains and breakdown of attractors. In this Section, we provide
some results for the 2D and 4D standard maps introduced in Section 3. Precisely, for a

fixed frequency vector, say w, we proceed along the following steps:

A) we compute the Lindstedt series expansion up to a given order N according to
the procedure described in Section 6;

B) we analyze the behavior of the coefficients of the Lindstedt series to provide an
estimate of the radius of convergence;

(') we determine the Padé approximants (see Appendix B) associated to the Lindst-

edt series to order N and we draw the poles in the complex plane (e,,¢;).
Concerning step B), we notice that the radius of convergence p of the Lindstedt series
in the complex e-plane can be obtained as an approximation of

. . 1y _ . Iy
i) = inf(imsup, o un()[H) T, pulie) = inf(imsup, ()

where P, = (u,,v,) are the coefficients of the formal expansion of P in (12). For the 2D

standard map in (5) it is enough to consider a hull function u satisfying

r =1 +u(y). (26)
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In practical computations, we will compute an approximation p,, p, to the radius of
convergence only for a specific value of the parametric coordinate, say 1 = 1 in the
2D case and y_ = (1,1) in the 4D case. In the applications for steps B) and C), the
estimate of the radius of convergence is obtained by computing the limits for n large
of the sequences u,(¢))™"/™, v,(¢))""/™, while the estimate of the breakdown threshold is
obtained by fitting the data to a circle and by computing the intersection of the domain
with the positive real axis. When the domain presents oscillations, we indicate an inner
and an outer circle. The precision of the estimate of the threshold depends on the order
of the Padé approximants and we will prefer to give the results as an interval with a
lower and upper limit of the threshold. We remark that the results can in principle be

sharpened by increasing the order N of the Lindstedt series expansions.

6.5. Radius of convergence and Padé approximants for the 2D case. In the
following case studies, the Lindstedt series in step A) are determined at different orders,

up to N = 512, and using up to 60 digits of precision.

15 T T T T T 4 T T T T
Padé + Ju, (1) 71/
. Log-Padé x 0.973
+ N 3.5
1L NET— il
3
0.5
_ 25
©
e Or
o 2 4
—-0.5 + }\
15 J"%
* R I
—1 F + %W*M b 1 HMM“WMM\ ,,,,,,,,,,,,,,,,,,,,,,,,,,,,, e
715 L L L L 1 05 1 L L L L
-1.5 -1 -0.5 0 0.5 1 1.5 0 100 200 300 400 500
Re(e) n

FIGURE 1. Map (5) with V(z) = sinzx, w = ‘/52_1, A = 0.8. Left panel:
poles of Padé and log-Padé approximants with N = 512. Right panel:

convergence of the Lindstedt series coefficients.

Figure 1 refers to the map (5) with w = \/52_1, A = 0.8, V(z) = sinx; the left panel

shows the zeros of the denominators of the Padé approximants after computing the
Lindstedt series up to the order N = 512 and the right panel shows the values |u,, ()]«
with ¢y = 1 and n = 1,...,512. The breakdown threshold found in [13] for this sample

case was ¢ = (0.973, which is consistent with the radius of convergence in the right

panel of Figure 1 and with the threshold determined in the left panel of Figure 1 as the

intersection of the analyticity domain with the positive abscissa (compare with [6], [28]).



BREAKDOWN OF TORI IN STANDARD MAPS 15

It is known that the Padé approximants are better suited to approximate functions
with poles, rather than functions with branch points ([5]). The theoretical and numerical
evidence presented in [27], [28] indicates that the boundaries of the domains of analyt-
icity of invariant circles could be described as an accumulation of branch points. As a
consequence, a logarithmic Padé approximation (see Figure 1, left panel) is better suited
to compute singularities that are branch points; we follow [28] for the computation of the
logarithmic Padé approximation. More precisely, if a function f(z) has a branch point

singularity at z = 1/c, then

f(z) = C(1 —az)"+9(2) ,

where g(z) is of higher order at z = 1/«, C is a constant and ¢ < 0. For z close to 1/a,

one has

F(z) = d%ln(f(z)) = ?8 ~ 261/04) ’

for some x € R. The order x of the branch point could be estimated by using Padé

approximants on different functions related to F'(z). For example, close to z = 1/«, one

e 1\ £(2)
(z B E) Aoy %

One expects that a Padé approximant for F'(z) exhibits a pole at z = 1/« with residue

x. Finally, to get an [M, N] Padé approximant of F(z) one needs to find polynomials
QgM)(z) and QgN)(z) of degrees M and N, respectively, satisfying

f'(2) o QgM)(z) L MAN+1
i) " ome T

and QéN)(O) =1

Figure 2, upper plots, refers again to the 2D map in (5), but with the frequency w = s71;
the left panel shows the zeros of the denominators of the Padé and log-Padé approximants
for the one-harmonic case V(x) = sinz and for two values of A; the circles shown in
Figure 2 are used to approximate the breakdown threshold and they are estimated as
€.~0.73 for A = 0.9 and €.,~0.758 for A\ = 0.8, well below the threshold of the golden
ratio of Figure 1. Besides, for w = s7! the results for the domain take a sort of flower
shape. The results for the two-harmonic case with Vay,(z) = sinz + 5 sin(3z) are shown
in the lower panels of Figure 2 for A = 0.8 with w = @ (left) and w = s~ ! (right). In
the latter case the estimate of the threshold is more difficult, due to the irregular shape

of the domain of analyticity.
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F1GURE 2. Poles of Padé and log-Padé approximants using Lindstedt series
of order at least N = 256. Upper plots: map (5) with V(x) = sin(x),
w=s"1. Left: A = 0.9, and circle of radius 0.73. Right: A\ = 0.8 and circle
of radius 0.758. Lower plots: map (5) with Vo,(x) = sinz + 5 sin(3z),

A =08 Left: w= % and circle of radius 0.337. Right: w = s7! and
circle of radius 0.189.

To analyze the dependence of the domains of analyticity on the choice of the dissipation
parameter A\, Figure 3 shows the results of the poles of the Padé approximants for the
two harmonics potential V5, and for different values of A, taking w = @ (left panel)
and w = s~! (right panel). We fixed N = 256 and used 40 digits of precision; notice that
the lines of poles in Figure 3 are known to be an indication of branch singularities (see
27], [28] for further details).

6.6. Padé approximants for the 4D case. For the 4D maps introduced in (6) with
the potential in (7), the computations are definitely more demanding; for this reason, the
Lindstedt series in step A) are determined only up to order N = 128, and we reach in some
cases N = 256. Figure 4 refers to the case with w,, v = 0.01; they show the poles of the
Padé and log-Padé approximants with N = 128, obtained using 100 digits of precision,
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FIGURE 3. Map (5) with Vo, (x) = sinz + 1 sin(3z) for different values of
A with N = 256 and 40 digits of precision. The plots display the poles of
the Padé approximants for N = 256. Left panel: w = @ Right panel:
w=s1
w, W, w, W, w, W,
Symplectic | 0.48 — 0.50 | 0.48 — 0.51 { 0.48 — 0.51 | 0.52 — 0.56 | 0.45 — 0.48 | 0.37 — 0.40
Mixed 0.54 —0.59 | 0.46 — 0.50 | 0.47 — 0.53 | 0.65 — 0.70 | 0.44 — 0.48 | 0.49 — 0.53
Dissipative | 0.64 — 0.74 | 0.65 — 0.69 | 0.59 — 0.64 | 0.67 — 0.76 | 0.63 — 0.69 | 0.64 — 0.69

TABLE 1. Radii of the annular regions that encompasses most of the poles
of the Padé and log-Padé approximants for different frequency vectors.
The approximants were computed using Lindstedt series of order at least
N = 128. Map (6)-(7) with v = 0.01. Dissipative: A\; = 0.8, Ao = 0.7.
Mixed: A\; =1, Ay = 0.8. Symplectic: \; =1, Ay = 1.

the lower right panel shows the radius of convergence of the Lindstedt coefficients. Given
that the poles of the Padé approximants often lie on an irregular curve, we provide an
inner and outer circle to confine the regions where most of the poles are located; due to
the asymptotic character of the Lindstedt series, we expect that the radius of convergence
of the Lindstedt series occurs within the two level lines corresponding to the radii of the
inner and outer circles as shown in Figure 4, lower right panel.

We studied also the other frequency vectors introduced in (9), providing an estimate of
the breakdown threshold by looking at the intersection of the poles of the Padé approxi-
mants with the real axis. The results of such thresholds are summarized in Table 1; also
in this case, we provide results in the form of an interval giving the radii of the annular
regions containing most of the poles. Table 1 shows that the mean values of the intervals

often tend to increase, as the 4D map switches from symplectic to mixed to dissipative.
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FIGURE 4. Map (6) with Ay = Xy = 1 (upper left), A\; = 1, Ay = 0.8
(upper right), A\; = 0.8, Ay = 0.7 (lower left) for w,, v = 0.01. The plots
display the poles of the Padé and log-Padé approximants for N = 128 or
(lower left) the poles of the Padé approximants for N = 128 and N = 256.
The lower right panel shows the plots for the estimate of the radius of

convergence of the Lindstedt series using coefficients up to order N = 128
and ¢ = (1,1) for Ay =1, Ay = 0.8.

Furthermore, we provide in Table 2 some results concerning the dependence of the
thresholds on the coupling parameter. Precisely, we consider the frequency w, and we vary
the coupling parameter v on a set of values from 107 to 0.5. We provide the breakdown
threshold again as an interval computed by looking at the poles of the Padé and log-Padé
approximants, further validated by the computation of the radius of convergence of the
Lindstedt coefficients. As it is expected, the values decrease as the coupling parameter
increases.

We conclude by mentioning some results for potentials with two harmonics and a
coupling, say Vipe(z, 2) = sin(x)+ 5 sin(3z) +v sin(z — 2), Vane(w, 2) = sin(z) + 5 sin(3z) —
vsin(z — z). The plots of Figure 5 show the results for the map (6) in the symplectic
case with frequency w, and v = 0.01. The poles of the Padé and log-Padé approximants
are computed up to the order N = 85 with a precision of at least 50 digits. The estimate
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v Symplectic Mixed Dissipative
0.0001 | 0.57 — 0.64 | 0.57 — 0.71 | 0.64 — 0.78
0.0005 | 0.56 — 0.62 | 0.56 — 0.68 | 0.64 — 0.78
0.001 | 0.56 —0.58 | 0.56 — 0.64 | 0.64 — 0.78
0.005 | 0.50 —0.52 | 0.55 —0.59 | 0.64 — 0.74
0.01 [0.48—=0.50|0.54 —-0.59]0.64 —0.73
0.05 [0.43—-0.45|0.45—0.52 ] 0.61 — 0.66
0.1 ]0.40—-0.43|0.40—-0.50|0.57 —0.63
0.25 [0.32—-0.380.33 —0.40 | 0.46 — 0.54
0.5 [0.21—-0.29]0.26 —0.31 | 0.35—0.44

TABLE 2. Radii of the annular regions that encompasses most of the poles
of the Padé and log-Padé approximants for the map (6)-(7), the frequency
w, and for different values of the coupling parameter . The approximants
were computed using Lindstedt series of order at least N = 128. Dissipa-
tive: Ay = 0.8, Ay = 0.7. Mixed: \; = 1, Ay = 0.8. Symplectic: A\ = 1,
Ay = 1.

of the breakdown threshold is definitely complicated by the very irregular behaviour of

the poles that appears in the two-harmonic potential.

7. NEWTON METHOD AND SOBOLEV CRITERION

This Section is devoted to the presentation of Newton method for the 2D (Section 7.1)
and 4D cases (Section 7.2); we also describe the Sobolev criterion in 4D (Section 7.3,
see [13] for the Sobolev criterion in 2D) to find the breakdown threshold and we provide
some results for the 2D (Section 7.4) and 4D maps (Section 7.5).

7.1. Newton method for 2D maps. For the dissipative 2D standard map (5), we use
a Newton method that has been implemented very successfully in [13]. It consists in
finding a hull function P : T — R and a drift parameter p € R satisfying equation (13).
The details about the construction and implementation of the Newton method in the 2D

case can be found in [13].

7.2. Newton method for 4D maps. In the 4D case, we present a procedure borrowed
from [14] to find, through a Newton method, the parameterization of an invariant torus.
In the following lines we give a brief description of the construction of the corrections at
each step of the Newton method.

Consider the map iu : T? x R? — T? x R? given by (6). In this Section, we limit

to consider a family of conformally symplectic maps LL with conformal factor A equal
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FIGURE 5. Map (6) with the 2-harmonic potential Vip.(z,2) = sin(x) +

5sin(3z) + ysin(x — 2), Vane(z, 2) = sin(z) + 3 sin(3z) — ysin(z — 2), w,,

~v = 0.01. Poles of Padé and log-Padé approximants using Lindstedt series
of order N = 85. Upper left panel: A\; = 1, Ay = 1. Upper right panel:
A1 =1, Ao = 0.8. Lower left panel: A\; = 0.8, Ay = 0.8. Lower right panel:
)\1 - 08, )\2 - 07

for both components y and w. We remark that the extension to the case of different
conformal factors, say A1, A2, cannot be directly derived from [14], but one could rather
use one of the many algorithms implemented and run in [22].

We look for a parameterization K : T — T? x R? and a constant vector pu € R
satisfying the invariance equation (10). Note that if such & and y satisfying (10) exist,
then there exists an invariant torus, parameterized by K, whose dynamics is conjugated
to a rotation by w. Notice also that K needs to satisfy a normalization condition, due to
the fact that the solution of (10) is not unique ([14]).

The Newton method we use takes advantage of the so-called “automatic reducibility”:
in a neighborhood of an invariant torus there exists an explicit change of coordinates that

makes the linearization of the invariance equation (10) into an equation with constant
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coefficients (see equation (31) below). That is, defining M (6) as the 4x4 matrix

M(0) = [DE(0)|J " DE(0)N(0)] . (27)

where N(0) = [DK(0)" DK (0)]™", then, if K and u satisfy (10), one has that

Df, o K@M)= Me+2m0) () 50 ) (28)

where S(6) is an explicit function depending on DK (#) and D LL o K(0) (see [14] for the
explicit formulation of the function S).

Next, we briefly describe the quasi-Newton method used to find solutions of (10); a
detailed exposition of such method can be found in [14]. We start with an approximate

solution of (10), say
foK-KoT,=E,

“p

where T},(¢) = ¥ + 27w and the error E in the approximation is supposed to be small.
The Newton method introduced in [14] consists in finding corrections A and ¢ to K and
i, respectively, such that the approximate solution of (10) associated to K + A, u+a

quadratically reduces the error. Taking into account that
fyoyo (E+8)=f o K+[Df o KIA+[Dyf, o Klo+O(AI?) +Oflal) .
the Newton method consists in finding A and ¢ satisfying
IDf, 0 KA~ AoT, + [Dyf o Klo= I . (29)

Instead of solving (29), the main idea in [14] is to use the automatic reducibility to find
an approximate solution of (13), that still leads to a quadratically convergent procedure.

Using the matrix M defined in (27), a change of variables is introduced by setting
A=MW .
In the new unknowns W and g, equation (29) transforms into
DS 0 KIMW — (M o T)(W o T,) + [D,f , o Klo = —E .
Then using (28), and ignoring an error term in (28) coming from the fact that K, u is
an approximate solution to (10), one obtains

(30)

1d S0
MOTWK 0 A(Icg )E_EOTW} +[Dﬁigoﬁ}gz—ﬂ.

As it is noted in [14], equation (30) reduces to difference equations with constant coeffi-

cients, so that it can be solved efficiently by using Fourier methods. Using the notation
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w = (W17W2)T7 E = (M_l ° TQ)E = (EI>E2)T7 and "21 = (M_l o Tw)D i OK =

[A1|Ay], equation (30) can be expressed in components as

W,-W,oT, = —-SW, _El — (Aah

AMVy—=WyoT, = _E2 - (AQ)2 . (31)

The system of equations (31) has an upper triangular structure and the way to solve it
is summarized in Algorithm 10 described in Appendix C.

Implementing the Newton method to find approximations of K, u, and computing
suitable norms of such approximations will allow us to get information on the breakdown
threshold of invariant attractors (see Section 7.3). The algorithm to implement one step
of the Newton method, thoroughly explained in [14] (see Appendix C for the sake of
completeness), is very efficient, since all steps involve only diagonal operations in the
Fourier space and/or diagonal operations in the real space. Moreover, if we represent
a function in discrete points or in Fourier space, we can compute the other functions
through a FFT; using N Fourier modes to discretize the function, then we need only
O(N) storage and O(N log N) arithmetic operations.

7.3. Sobolev criterion for the 4D case. Given a periodic function f on T?, we con-

sider a sample of points on a regular grid of size L = (L4, Ls) as

yj = (¢j17¢j2) = <22f1’ 2252)

where j = (j1,J2) € Z* and 0 < j; < Ly, 0 < j; < Ly. The total number of points is given

by Lp = LiLs. To implement numerically the Newton step described in Section 7.2,
we consider the Fourier series expansion of f(y) = >,/ f Ak/e ¥ with the multi-index
k' = (K}, k) given as follows:
k,:{ k; %f()gk:lng/Z
ky— Ly if Lj/2 <k < L
Note that the truncated Fourier series coincides with the Discrete Fourier Transform on
the points of the grid. Following [34], we also introduce the tail in the I-th angle ¢, with

[ = 1,2 of the truncated Fourier series as follows:
tail; ({fx}) : Z|fk 1=1,2,

where C; is defined as the set of multl—lndlces

L 3L
Cl:{ﬁz(k’l,k’g). Z<kl<TI}
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To control the quality of the approximation we ask this tail to be small.

The rigorous results described in [14] and [19] provide an algorithm to approximate
the analyticity breakdown. Given a well-behaved approximate solution to (13), there
are true solutions in a neighborhood and, moreover, close to the breakdown the Sobolev
semi-norms of high enough order must blow up. For a function f : T? — R, we introduce

the L*-norm as || fllz2 = (3 ez | ful?)/2. Then, following [7], we define the semi-norms

11l = N@rw - V) fllzz 1 flln = @7 - V) fllze

where w = (wi,wy) and w' = (—wsy,w;). These norms provide information about the
regularity of the torus on a single direction (w or w'). The blow up of any of the norms
we consider implies the blow up of the Sobolev norm ||V"f|2. We have introduced
these semi-norms, because it is easier to compute them numerically and because they
also provide information of the directions in which the derivatives blow up faster. For
trigonometric polynomials, say f&V) (¥) = ZIEI <N fﬁe@'?, the semi-norms are computed

as follows:
1/2 1/2

= Y0 @rw-RIAP ] Pl = D @rwt B Ifl

|k|<N |k|<N

[FARE

The domain of existence of invariant tori can be computed using an approximate solution
K., p_of equation (10) with K. = (K, K», K3, K,) represented by trigonometric poly-
nomials; a regular behavior of the Sobolev norms of K_, as the parameter ¢ increases,
provides evidence of the existence of the quasi-periodic orbit. The algorithm to identify

the boundary of the existence domain can be described as follows:

Algorithm 8. Use K, p for the integrable case (¢ =0).
Repeat

Increase the parameter € along the positive real axis
Run the Newton step (Algorithm 10 in Appendiz C)
If iteration of the Newton step does not converge
decrease the increment in the parameter
Else (Iteration success)
Record the values of the parameters and compute the semi-norms of the
solution
If for any index I, any of the tails taill({f( ki) exceeds a given value

Double the number of Fourier coefficients in the [-angle
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Until one of the Sobolev seminorms of the approximate solution exceeds a given

value

Remark 9. We note that Algorithm 8 is also used for the 2D case. The only change
is that there is only one tail for the hull function that solves (13). Also, in this case

the Sobolev mnorm is defined as ||u||, = ||Oju| 2, and for a trigonometric polynomial

. 1/2
uM(9) = D k<N e the norm is computed as ||[u™|, = <Z|k|§N k27"|7lk|2)

7.4. Results for the 2D case. The results of the implementation of the Newton method
and the Sobolev criterion for the 2D case are summarized in Figure 6, which shows the
Sobolev norm of the hull function u appearing in (26), providing an estimate of the
breakdown threshold which is consistent with the value 0.758 which was found in Figure 2
in the case w = s7, A = 0.8, V(z) = sinz (left plot). The estimate of the threshold is
consistent with 0.189 for the two harmonics case V(z) = sin(z) + £ sin(3z) (right plot).
Additional details for different values of € on the norm of the hull function and the norm

of the error are given in Table 3.
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FIGURE 6. Map (5) with w = s7!, A = 0.8, graph of ||ul|o. Left: V(z) =
sinz. Right: Vapu(2) = sin(z) + 3 sin(3z).

7.5. Results for the 4D case. We consider the conformally symplectic case with
A1 = Xy = 0.8. We only monitored the growth of the Sobolev norms for the first
two components of the parameterization K = (K7, Ky, K3, K;) with Ki(¢) = 11 +u (),

Ky(¢) = o +v(1) as in (12) with P = (u,v). The results are presented in Table 4 and
Figure 7.
The data included in Table 4 suggest an anisotropic breakdown, a phenomenon that

has been observed before in [7]: the derivatives of K blow-up faster in the direction of
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TABLE 3. Sobolev norms of the map (5) for different values of the contin-
uation using two different potentials. Parameters: w = s71, A\ = 0.8. We
have only included the values of € for which the number of Fourier modes
were doubled. L denotes the number of Fourier modes.

V(z) = sin(x)

V(x) = sin(x) + 3 sin(3x)

£ llullz | |12l L
€ || | E|| L

01 10018 [1.2-12| 64
01 | 0040 | 8.7c.10 | 64 0.01 ) 0.018 6

0.02 | 0.063 |2.7e12| 128
0.3 | 0169 | 8.0e-15 | 128

0.05 | 0.377 | 1.6e-11 | 256
05 | 0.068 |591e12| 256

0.09 | 1.235 |8.1e11| 512
0.6 | 2.082 | 8.0e-10 | 512

0.13 | 2.671 | 7.2e-11 | 1024
0.62 | 2405 | 2.4e-13 | 1024

0.16 | 4218 | 1.56-13 | 2048
0.68 | 3.664 | 1.4e-12 | 2048

0.18 | 11.59 | 1.5¢-10 | 4096
0.72 | 5566 | 1.0e-10 | 4096

0.183 | 18.198 | 2.1e-13 | 8192
0.75 | 31.638 | 1.6e-10 | 8192

0.186 | 32.664 | 5.2¢-11 | 16384
0.751 | 35.510 | 9.1e-13 | 16384

0.188 | 56.853 | 9.7e-10 | 32768
0.754 | 54.060 | 4.3¢-12 | 32768

0.1881 | 58.969 | 2.5¢-10 | 65536
0.756 | 82.410 | 5.5¢-11 | 65536
D0 A Lot 00 | 01882 | 61.253 | 2.80-10 | 131072

0.1883 | 113.47 | 3.26-10 | 262144

w, than they do in the direction of w'. We remark that we stopped the continuation
of the Newton method at the last value reported in Table 4, since the computational
time was going beyond our computer limits. However, we believe that it is reasonable to
expect that the blow-up occurs within the vertical lines at ¢ = 0.64 and £ = 0.71 shown

in Figure 7, left panel, which correspond to the radii of the inner and outer circles of the

right panel.

500 T T T
1K1 |2, Padé u, N = 256
(K212, L5 Padé v, N = 256
[ K1 |2, Padé u, N =128
400 + [[Kal|2, 1 Padé v, N =128
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€ Re(e)

FIGURE 7. Map (6) with w,, A\; = Ay = 0.8, v = 0.01. Left panel: plots of
e vs || Kqlloy , [[ K22, 1Kll2,1, [[/2]]2,1, using the data in Table 4. Right
panel: poles of Padé and log-Padé approximants using a Lindstedt series
at orders N = 128 and N = 256.
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TABLE 4. Ay = X2 = 0.8, v = 0.01, w,. Values of the Sobolev norms of the
first two components of the approximate solution K = (K7, Ky, K3, Ky).
The iteration is successful in the Algorithm when the error of the approx-
imation is < 107?. The number of Fourier coefficients in the [-angle is
doubled when tail; < 107'3. L; denotes the number of Fourier modes used
in the angle [.

€ 1K o | 18202 | (B 2 | (Kol | Ly | Lo | [[E]ls
0.05 0.056 0.453 0.304 0.083 32 32 | 3.3e-12
0.10 0.117 0.907 0.635 0.168 64 64 | 5.1e-12
0.15 0.204 1.371 1.107 0.254 64 64 | 8.6e-12
0.20 0.355 1.890 1.921 0.351 64 128 | 1.6e-11
0.25 0.607 2.608 3.281 0.485 128 | 128 | 6.2e-11
0.30 0.991 3.815 5.360 0.709 128 | 128 | 1.8e-10
0.35 1.538 5.901 8.314 1.097 128 | 128 | 5.3e-10
0.40 2.278 9.285 12.311 1.726 256 | 256 | 1.1e-16
0.45 3.247 14.433 | 17.537 2.687 256 | 256 | 1.1e-15
0.50 4.505 | 22.041 | 24.203 4.142 256 | 256 | 1.5e-14
0.55 6.396 | 34.398 | 32.564 6.813 | 512 | 512 | 5.2e-14
0.60 11.866 | 66.153 | 43.077 | 15.186 | 512 | 512 | 6.5e-10
0.65 84.682 |226.140 | 64.864 | 60.968 | 1024 | 1024 | 2.2e-12
0.65625 | 134.608 | 296.754 | 76.873 | 83.737 | 1024 | 2048 | 7.5e-13

8. APPROXIMATION OF THE TORI THROUGH PERIODIC ORBITS

In this Section, we compute the periodic orbits approximating the tori with irrational
frequency. In fact, the well-known numerical method developed by J. Greene in [32] for
the determination of the stochastic transition of invariant tori is based on the conjecture
that the tori breakdown when the periodic orbits, with frequency equal to the rational
approximants to the frequency of the torus, change from stability to instability. Greene
method was originally developed for the symplectic standard map and later used for
other models, including the 2D dissipative standard map in [13] . The application of
an extension of Greene method to dissipative systems is made difficult by the fact that
periodic orbits exist for a whole interval of the parameters, the so-called Arnold tongues
([3]). Moreover, in the conservative case in 2D one can take advantage of the existence
of symmetry lines to ease the search of periodic orbits; instead, symmetry lines do not
exist in the dissipative case (and they were not needed for the computation of the Padé
approximants or the Sobolev norms); in the 4D case, even if they exist, it is required to
implement two dimensional zero finders. Furthermore, the application of the extension of

Greene method to higher dimensional systems (like the 4D standard map) is not trivial,
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since the search for the approximating periodic orbits might be computationally difficult,
as shown for example in [21].

In the rest of this Section, we recall some results on Greene method for dissipative

systems (Section 8.1) and we implement a numerical method that allows us to apply an
extension of Greene method (Sections 8.2 and 8.3).
8.1. An extension of Greene method for dissipative systems. A method for com-
puting the breakdown threshold of quasi-periodic solutions was presented in [32] for the
2D symplectic standard map, satisfying the twist condition. Greene method is based on
the assertion that the invariant circle exists if and only if the approximating periodic
orbits are at the boundary of linear stability. A partial justification in the symplectic
case was presented in [29], [39], which showed that when the invariant torus exists, one
can obtain bounds on a quantity called residue, which is a measure of stability of the
approximating periodic orbits. A Greene-like method has been applied in [13] to the
dissipative standard map, while [20] extends the method to conformally symplectic and
dissipative systems in any dimension, and provides a partial justification. The difference
with the symplectic case is that the conformally symplectic systems need adjusting pa-
rameters and moreover they do not admit Birkhoff invariants. The results in [20] show
that if the rotational torus exists, one can predict the eigenvalues of the approximating
periodic orbits for values of the parameters close to that of the torus; it gives also results
on Arnold tongues. Two proofs are given, the first one based on deformation theory
and the second one combining the theory of normally hyperbolic invariant manifolds
with averaging theory. A property of conformally symplectic systems is the pairing rule,
which states that the eigenvalues of a d-dimensional conformally symplectic matrix with
conformal factor A are paired; precisely, if x;, ¢ = 1,...,d, is an eigenvalue, then Ay, Lis
also an eigenvalue. An extension of the residue to conformally symplectic systems in any
dimension can be given in terms of the distance of the spectrum of a periodic orbit with
period ¢ to the set {1, A7}, which represents the spectrum of the periodic orbit when the
map is integrable.

According to [20], let us denote by
c(x) = 22 4 cog 12T ey 4+ N c; €R,

the characteristic polynomial of the derivative of the map over the full cycle of the periodic
orbit with period g. The coefficients c¢; are parameterized by the spectral numbers ;.
Consider the space My = T¢ x B with B C R? a ball around zero, endowed with the
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standard symplectic form €y = ijl dy; A dx;, where z € T% y € B; let fo be the

conformal symplectic map with respect to €2y defined as

foly,z) = (\y, 2+ w)
with w Diophantine. Then, the characteristic polynomial associated to fy is given by
(x— D%z = A) =22 15, 2?7+ 4 Do N c? eR.

Finally, the residue R can be defined as the distance between the coefficients of the

characteristic polynomials:
d
R .= Z le; — . (32)
j=1

We will try to construct the approximating periodic orbits also in the dissipative 4D
case with different conformal factors to verify at least numerically whether their linear
stability provides information on the breakdown threshold of the torus (see Section 8.3).
The implementation of the method in the 4D case is the following. We fix a rational
approximant to the frequency of the torus. For each approximant and for a fixed value
of &, we compute a corresponding periodic orbit within the associated Arnold tongue. In
principle, we should take the supremum of the residue over all the periodic orbits within
the Arnold tongue and we should take periodic orbits far from the boundaries of the
tongue. However, this goes beyond our computational capabilities and we are limited to
select one periodic orbit as far as possible from the boundaries of the tongue. Then, we
compute the residue as a function of ; when the residue is regular, there is evidence of

the stability of the periodic orbits and hence of the existence of the torus ([20]).

8.2. Periodic orbit approximants in the 2D case. We show two examples of stable
periodic orbits in Figure 8 for the 2D dissipative standard map with A = 0.8; the left panel
refers to the approximant 610/987 to w and the right panel refers to the approximant
619/820 to s 1.

It is known that in the dissipative case the periodic orbits can be found within an
interval of the drift parameter, the Arnold tongue; an example of a numerical approxi-
mation is given in Figure 8, right panel. As shown in [4] and [46], the width of the Arnold
tongue scales as €9, where ¢ is the period of the periodic orbit.

The results of the extension of Greene method for @ and s~! are presented in Table 5,
which shows the drift ;1 and the maximum values of the critical parameter e. for which
the periodic orbit with frequency p/q given by the rational approximants to the irrational

1

frequency is stable. The values ¢, = 0.973 for @ and ¢, = 0.758 for s~ are consistent
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FIGURE 8. 2D map (5) with V(z) = sinz, A = 0.8. Stable periodic orbits
with w; = 610/987, ¢ = 0.973 (left) and w; = 619/820, ¢ = 0.758 (middle);
we start the iteration of the map from the red point. In the right panel

-1

we show a numerical approximation of the Arnold tongue for w = s,
A=0.8, (p,q) = (12,37).

TABLE 5. Critical parameter and drift for stable periodic orbits of the
map (5) with A = 0.8, approximating to the frequencies w; = w (left) and
wy = s~ ! (right).

P | a4 | & [ P | a4 | & T

2 | 3 [ 1.384]0.82796 | | 3 | 4 |1.156]0.924791
3 | 5 |1.185]0.75105 | | 37 | 49 |0.787 | 0.935855
5 | 8 [1.123]0.78265 | | 40 | 53 | 0.779 | 0.935884
8 | 13 1.028{0.76804 | | 77 | 102 | 0.774 | 0.935981
13 | 21 | 1.004 | 0.77153 | | 271 | 359 | 0.753 | 0.936199
21 | 34 |0.992|0.77043 | | 619 | 820 | 0.758 | 0.936139
34 | 55 |0.984 | 0.77090

55 | 89 | 0.970 | 0.77090

89 | 44 |0.946 | 0.77121

144 | 233 1 0.945 | 0.77119

233 | 377 | 0.975 | 0.77088

377 | 610 | 0.976 | 0.77086

610 | 987 | 0.973 | 0.77089

1000

with the values shown in Figure 1 and 2 (upper right plot) based on the computation

of the poles of Padé approximants as well as with the results for s~! given in Section 6

using Sobolev criterion.

8.3. Periodic orbit approximants in the 4D case. Let us denote by f: R* x T* —
R? x T? the map (6) with the potential in (7). Let z : R* — R* be the lift of f and
let w, = (p1/q,p2/q) be a frequency vector with pi,ps € Z, ¢ € Z\{0}. A periodic orbit

with frequency w, satisfies the condition

FUX) = X + (0,271, 0, 27p5)



30 A.P. BUSTAMANTE, A. CELLETTI, AND C. LHOTKA

for X = (y,z,w, z). Searching for periodic orbits is equivalent to finding the roots of the
function
~q

G(X):=f(X)— X —(0,27py1,0,27ps) . (33)

We recall that the frequency can be computed as in Remark 3. A heuristic method for
finding periodic orbits is presented in Appendix D; we stress that the method is just
based on experimental evidence and on an a-posteriori corroboration that we effectively
found the desired periodic orbits. Unfortunately we are not aware of more efficient (and
possibly rigorously justified) methods to find periodic orbits in the non-symplectic 4D
case including drifts.

The linear stability of the periodic orbits is calculated by computing the eigenvalues
K1, ke of the product of the Jacobian of the map over the periodic orbit. If max(|s1], |k2|)) >
1 the orbit is said to be unstable. An example of the computation of the linear stability
for some approximants to w, is given in Table 6 in the dissipative case with \; = 0.8,
Ao = 0.7; the convergence to a limit value is not evident and possibly larger approximants
would be needed.

The evidence of the existence of the Arnold tongues in 4D (see [20]) is obtained by
taking a reference value of the drifts and initial conditions for a given periodic orbit,
having fixed the perturbing, coupling and dissipative parameters, and then by taking
nearby random values of the drifts and initial conditions, which are used as initial guess
of the root finding method to find another periodic orbit of the same period. An example
is given in Figure 9 for the periodic orbit with p; = 3, po = 7, ¢ = 9 (one of the first
approximants to w,). We analyzed the conformally symplectic 4D map with A\; = Ay =
0.8 and the coupling parameter equal to v = 0.01. The graphs show the regions (and a
zoom) of the drifts pq, p2 as a function of the perturbing parameter e, delimited by the
blue and red dots in which one can find a periodic orbit; as in the 2D case, the results
are consistent with the qualitative and theoretical results given in [4] and [46]. Figure 9
shows also a 3D picture of the Arnold tongue (lower left panel).

We investigated further the breakdown threshold by computing the residue of the
approximating periodic orbits according to the definition given in (32). Within the
numerical ranges found for the Arnold tongues, we tried to select the periodic orbits far
from their boundaries. The results for some approximants to w, are shown in the lower

right panel of Figure 9.
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FIGURE 9. Map (6)-(7) with Ay = Ay = 0.8, v = 0.01. Regions of the
drifts p; (upper left), pus (upper right), p; and uo (lower left) versus e for
p1=3,p2="7,q=29. The red and blue dots give the region within which
one can find a periodic orbit. Residues of the first few approximants to w,
for increasing values of ¢ (lower right).

TABLE 6. Parameters and initial conditions for the periodic orbits ap-
proximating w, with frequency w = (p1/q,p2/q) for v = 0.01, A; = 0.8,
A2 = 0.7. The values of € are those for which the orbits are still linearly
stable and just before they become unstable.

b1 P2 q € Y z w Z H1 H2

1 2 3 0152 2.1414 3.0828 4.240 0.069 0.4191 0.8374
3 7 9 0934 2.3460 3.0916 4.330 3.230 0.4238 0.9463
12 28 37 0516 1.8524 6.2093 5.050 0.128 0.4097 0.9427
37 8 114 0.541 1.8433 6.2090 5.050 0.126 0.4098 0.9395
151 351 465 0.704 1.7718 6.2057 4.390 3.220 0.4078 0.9367
465 1081 1432 0.639 1.7992 6.2083 5.120 0.131 0.4090 0.9378

O T W N

Unfortunately, the implementation of this method does not allow to draw definite
conclusions about the breakdown threshold, although we notice a blow-up of the residue

within the region found to bound the domain of the Padé approximants of Figure 7.
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9. CONCLUSIONS

We have investigated the breakdown of rotational invariant tori in 2D and 4D standard
maps, using different formulations: symplectic, conformally symplectic, mixed, dissipa-
tive maps. We have implemented three different methods: (i) the computation of the
Lindstedt series expansions, (i7) the constructions of invariant tori through a Newton
method, (7i7) the approximation of the tori through periodic orbits.

The Lindstedt series expansions to a given order allows one to estimate the radius
of convergence and the domain of analyticity of the tori through the computation of
the Padé approximants in the complex parameter plane. The Newton method allows
one to construct an approximation of the parameterization and the drift, whose Sobolev
norms provide an indication of the breakdown of the tori when the norms blow up. The
construction of the periodic orbits with frequencies approximating that of the invariant
torus is at the basis of Greene method, according to which the breakdown of the tori is
related to the stability properties of the approximating periodic orbits.

We stress that method () can be implemented in all maps, method (¢7) in the formula-
tion given in [14] works only for symplectic and conformally symplectic systems, though
[22] provides an extension to the general dissipative case with different conformal factors,
method (i77) has partial rigorous justifications as shown in [29], [39], [20].

In the 2D cases, all three methods agree to a fairly good degree of accuracy. The
domains of analyticity are regular when the potential has only one harmonic and become
flower-shaped or irregular when the potential has 2 harmonics. Taking different values of
the dissipative parameters, we noticed that often the breakdown thresholds are smaller
as we approach the symplectic limit at which branch singularities become more evident
([27], [28]).

In the 4D cases, the implementation of all methods requires a bigger computational
effort. Also in this case, we often noticed a decrease of the threshold from dissipative to
symplectic, independently of the frequency as shown in Table 1. Besides, the threshold
decreases when the coupling parameter increases, see Table 2. The computation of pe-
riodic orbits in the 4D cases becomes particularly difficult, due to the fact that one has
a large set of unknowns, given by the four initial conditions and the two drifts. In all
non-symplectic cases, one cannot rely on the existence of symmetry lines and one needs
to find the periodic orbits in their Arnold tongues, whose structure certainly deserves
a deeper investigation. Due to these difficulties, our implementation of an extension of

Greene method in higher dimensions was inconclusive.
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APPENDIX A. JACOBI-PERRON ALGORITHM

For a 2D vector w = (wi,ws), the Jacobi-Perron algorithm (see [43]) allows one to
construct the integer sequences pi;, P2, ¢, such that (pi;/qi,p2i/q:) are rational ap-

proximants to w. For d = 2, consider the map
1
T(z,y) = (g — a1, - — b1> )
x x
with

i T

ay = ay(z,y) = PJ , by =bi(z,y) = FJ ,

and a;(z,y) = a1(T9" 1 (z,y)), bj(z,y) = bi(TV " (z,y)). According to [43], the approxi-

mants in terms of sequences pi ,,, P2.n, ¢n are defined by the matrix product

Pin-2 Pin-1 Pin n 00 1
Pon—2 Pon—1 DPon | = 1 0 ay
dn—2 dn—1 dn j=1 0 1 bj
We notice that
Pin—1 DPin Pin+l Pin—2 Pin-1 Pin 00 1
P2n—1 DP2n P2n+1 = P2n—2 P2n—-1 P2n 1 0 apn
-1 Gn  Gnt1 n—2  Gn-1 qn 0 1 bpys

Taking only the 3rd column of the matrix product at the (n + 1)-th step, we get the

vectorial recursive formula:

P1n+1 Pin—2 P1n-1 Pin
D2.nt1 = | pon—2 | +| Pon—1 | Gnr1+ | P2 | Dngr -
qn+1 qn—2 Gn—1 qn

The recursion can be solved up to order n > 0 using the starting values (that leave the

matrix product unchanged):

P1,—2 Pi1,-1 P10
P2,—2 P2,-1 P20 =
q—2 qd— qo

o O =
O = O
_ o O
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APPENDIX B. PADE APPROXIMANTS

The analyticity domains of the Lindstedt series expansions of Section 6 can be obtained
through the computation of the Padé approximants, that we briefly recall as follows,

referring to [5] for further details. Given the series
W(e) = Z Wiet
k=1

we define the Padé approximants to W of order [M, N| for M, N € N as the functions
P (g), which are the ratio of the polynomials QgM) (), QéN)(g) of degree, respectively,
M and N, say

Q")

PM’N(5> = T s

@5 ' (g)
such that the Taylor expansion of Py n(e) coincides with the Taylor expansion of W up
to order M + N:

W(2)QM (e) — Q1M () = O(MHN ) .

We can expand QgM) and QgN) as
M N
QM) =3 0, Q) =) Qu
=0 =0

Then, the function Py y(e) contains M + N + 1 unknown coefficients, since we can
normalize (29 = 1.

The coefficients @)1 ;, Q2,; can be computed through the following recursive formulae:

N
VVi—i—ZWiijZ,j = 0, M<Z§M+N,

j=1

VVi"’ZWi—jQZj = Qui, 0<i< M,
j=1
where the first equation gives ()2 ; and the second equation gives @) ;.

The analyticity domain of the function W can then be obtained by computing the
zeros of Qo y. Typically, one considers diagonal Padé approximants of order [N, N|. It
is often necessary to eliminate fake zeros, which can be distinguished from genuine ones
for the fact that fake zeros disappear when the order of the Padé approximants changes

or when the parameters are slightly changed ([6]).
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APPENDIX C. ALGORITHM OF THE NEWTON STEP

In the algorithm below for the Newton step (see [14]), we use the following notation: B

means the average of B, while (B)° denotes the zero average part, namely (B)° = B — B.

Algorithm 10. Given K : T> — T? x R?, € R?, we perform the following computa-

tions:
1) E<—iuﬁof(—KoTﬂ
2) a+ DK
3) N« [a'a]™
4) M « [a, J 'aN]|
5) B M'oT,
6) E « BE
7) P < aN

S+ (Po TH)TDL%E o KJ'P—AXNoT,) (yoT,)(NoT,)
A M1 oT,D,f oK

8) (Ba)" solves A(Ba)® — (Ba)? o T, = —(E,)’
(Bb)° solves A\(Bb)" — (Bb)? o T, = —(Ay)°

9) Find W,, a solving

S SB+ 4 < 7, ) _( —E,—5(Bay
(A= 1)Id A, g -k,

)

) W, = <w2)0 +E2

12) (W,)° solves (W;)° = (W,)° o T, = —(SW,)° — (E,)° — (A1)°a
)

—_
(=}
=
N
=
I
[
S
=
_.I_
s
=
R
S

APPENDIX D. A METHOD TO FIND PERIODIC ORBITS

To solve (33), we proceed as follows. To have an initial guess, we start with the
uncoupled 4D case, which splits into a conservative and a dissipative map. We find a
solution for the two uncoupled systems for € small; in the dissipative case, we compute
a periodic orbit within the Arnold tongue. We go back to the 4D coupled case, finding
the solution for a given v not zero and using the solution for v = 0 as initial guess. We

proceed to find a solution for larger values of € through a continuation method in €. A
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major limitation of this approach is that, within the Arnold tongue, we have not found
a unique way to continue a periodic orbit.

To be more specific, we consider the map (6) with the potential in (7) starting with
~v = 0, so that we obtain two uncoupled systems; we first consider the case of a dissipative
and a conservative 2D standard map. Denote by M, : Rx T — R x T the 2D dissipative
standard map in the variables (y,z). For a fixed A, we look for (yq, o, pt) such that M,
admits a periodic orbit with period 27p;/q. From (33) with v = 0 we need to fulfill the

condition

(0, 0) = Moy (o, w0 ) = (0, 2p1) (34)
where Md : R? — R? denotes the lift of M,. Since we aim to find three unknowns
(Yo, To, i) that solve (34), the system is clearly underdetermined, so we need an addi-
tional constraint on the drift parameter. To overcome this problem, we implemented the
following procedure, which we have heuristically found and which turns out to be useful
for our purposes.

Let us introduce ¢/ € R as p/ = y/(1 — A\) — esin(z’), which is not constant as (v, 2’)

vary. We define the mapping M, : R? — R3 as an extension of M, as follows:

Yy = Ay+ pu+esin(z)
¥ o= x+y
o= y'(1—=X) —esin(a) .

We are able to find periodic orbits of the extended map, if (yo, o, pto) fulfill the following

equation

(Yo, To, f1o) = MZ(?/O, o, tto) — (0, 2mp1, 0) (35)
Since any triple (yo, Zo, o) that fulfills (35) also fulfills (34), with © = uo, we found a
27py1 /q periodic orbit of the 2D dissipative map. We notice that the solution of equation
(35) will generate two distinct different orbits for the original and extended mappings.
Only for p = pp we will find the right periodic orbit for the original dissipative map.
Since the method is heuristic, we further validate the result by checking that the frequency
associated to the solution (yo, xo, tto) of (34) coincides with the first component of w.
Let us denote the 2D conservative map in the variables (w, z) as M, : Rx T — R x T.

To get a periodic orbit with frequency equal to 27ps/q, we need to solve

(wo, 29) = MZ(U)O, 20) — (0, 27ps) (36)
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where we have introduced the lift M, : R — R2. The solution of (35) and (36) provides
an initial guess for (6) with v = 0.

In the 4D case with v # 0, we proceed as follows. We assume to have a starting
point given by X, := (yo, Zo, wo, 20), so that for v+ = 0 we obtain a periodic orbit for
M, with period p;/q starting from (y, x¢) and a periodic orbit for M, with period py/q
starting from (wy, zo). We apply’ a continuation method in €. However, since the solution
X0 = (y™, 200w, 20 for v # 0 requires to adapt (yo, T, i), as well as (wy, 2o)
simultaneously at each step of the continuation method, we are led to solve the system

of equations

y(v) _ ~{l(x(v)j ,N)) 7+ — fg(z(v), ,N)) — 27y
w) = ~§1(X(v)7 1) L — fz(&(v), 1) — 27,
pO) = FAX O, ) (37

with respect to X and p | having defined

. 9
fer=y(l—=A) - E%W(ZE, z;7) .

Let us now consider the generalization to the dissipative 4D map with 0 < A\, < 1,
p12 € Rand W, ¢, v as in (6). Using the same approach outlined for the mixed case,
we introduce the extension of the dissipative 4D map through the following additional

mapping equations:

0 0

’ull - y,(l o )\1) - €%W(l‘/, Z/; ’7) ) lu,2 = w/(l - )‘2) - S&W(l’,, Z/; ’7) .
Any periodic orbit of (6) with frequency (p1/q, p2/q) needs to fulfill the conditions yy) =
s ol =l 2 = A 2w, el =l 2w with ) = A ) =

where the subindex ¢ means the ¢-th iterate. Hence, we are led to solve the system of

equations (37), replacing the last line with

p = FOXO Gy ) = f X O, ) (38)

with (1, o) = (17, 1$), having defined the functions

_ 0 - 0
fe1 = y(l - )‘1) - 5£W(x’z’7) 5 fez = w(l - )‘2) - €&W(ZL’, Z,’}/) :

IThis procedure is computationally expensive, meaning that: (i) the root finding method might need a
large number of iterations to converge to the requested accuracy; (i) the computations require accuracy,
which means even more than 1000 digits in the iteration of the mapping; (ii¢) if the root finding fails,
one needs to find better initial conditions which is highly non trivial and it requires intervention; (iv)
the continuation method only works with a small step for the perturbing parameter.
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We notice that the drift parameters are dynamical variables in the extended mapping.
However, their initial values also solve the conditions for periodic orbits of the original
mapping (removing the last line in (37)). Thus, the initial values for the drift parameters
can also be taken as fixed parameters in the original mapping and provide the correct

periodic orbit also in the constant drift system.
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