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Abstract

A set of fast real transforms including the well known Hartley transform is fully investi-
gated. Mixed radix splitting properties of Hartley-type transforms are examined in detail. The
matrix algebras diagonalized by the Hartley-type matrices are expressed in terms of circulant
and (−1)-circulant matrices.
© 2002 Elsevier Science Inc. All rights reserved.

1. Introduction

The principal aim of this paper is to give a taxonomy for a set of fast Hart-
ley-type (Ht) transforms and for the corresponding algebras of matrices diagonal-
ized by Ht matrices. This taxonomy completes previous partial lists considered in
[1,3,12,17,18,20,24–27] and is here proposed as the Hartley counterpart of the known
classification of Jacobi transforms/algebras in [6,9,28,30,37].

One can reasonably expect that this set of Ht algebras has applications analogous
to the Jacobi set. Some Ht algebras have been already used in displacement and
Bezoutian theory, and in the preconditioning technique for conjugate gradient type
methods [1,3,17,18,24–26]. Moreover, a class of new quasi-Newtonian methods for
unconstrained minimization problems (recently introduced in [8,19,20]) consists in an
iterative approximation of the Hessian involving algebras of matrices diagonalized
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by fast transforms. In fact, these methods have been initially implemented in terms of
Ht transforms. Some of the quoted applications are further developed in [21]. Finally
the Ht transforms could be visually attractive, as required in image processing [32].

Four Ht matrices, here denoted by H, K, KT and G, have already appeared in
literature [27]. By H we mean the matrix defining the well known discrete Hartley
transform [10,11,36]. The algebra H = SDH of all matrices diagonalized by H is
obtained in [3]. In [25,26] the matrices H, K,KT and G are namedH I,H II,H III and
H IV, respectively, and are used to represent Toeplitz-plus-Hankel Bezoutians. The
same matrices are pointed out in [12] as particular instances in a set of generalized
discrete Fourier matrices. The skew-Hartley transforms defined by K or KT appear
in the context of displacement formulas [1,17,18]. The optimal preconditioners in-
troduced in [24] are chosen in algebras of matrices defined in terms of H, K, KT

and G. The matrix algebras K = SDK and γ = SDG, together with other two
Ht algebras η andµ and the corresponding Ht transforms, are studied in [1,17,18,24].

Here it is shown that H, K, KT and G can be obtained by a recursive doubling
technique applied, initially, to the Hartley matrix H (Section 2). In other words, the
same radix-2 splitting formulas which lead to fast Ht transforms, are used to define
the Ht matrices. The results of Section 2 are then generalized in Section 3 where, on
the basis of Ht radix-n2 splitting formulas for Un1n2 , we obtain factorizations of Un,
corresponding to a suitable factorization of n, in terms of sparse orthogonal matrices.
So numerically stable Ht algorithms can be conceived which are fast whenever n is
a highly composed integer. Finally, in Section 4 the partial lists of Ht algebras/trans-
forms present in literature are easily completed through slight modifications of the
unitary matrices defining the fast transforms or of the explicit expression—in terms
of circulant or (−1)-circulant matrices—of the related algebras. Thus eight Ht fast
transforms together with their corresponding Ht algebras are described in a table at
the end of the paper.

2. Radix-2 fast Hartley-type transforms

The basic Hartley-type (Ht) matrices, Hn, Kn, KT
n and Gn, are orthogonal matri-

ces Un of order n whose generic entry (i, j) has the form

[Un]ij = 1√
n

cas
f (i)g(j)�

n
, 0 � i, j � n− 1, (2.1)

where cas denotes the function cas x = cos x + sin x. By Hn we denote the matrix
defining the well known discrete Hartley transform [10]. The other matrices, Kn,
KT
n and Gn, have appeared in more recent articles [1,12,18,20,24–27]; in [18] the

transforms associated with Kn and KT
n are called skew-Hartley transforms. In this

section it is shown that the same Ht recursive doubling property, on which fast Ht
algorithms are based, leads to the successive definition ofHn,Kn,KT

n andGn. Other
four Ht matrices will be obtained in Section 4. Two of them are new.
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First introduce the following notations. The even–odd or 2-stride (cf. [33, pp.
43–53] and [36, p. 12]) matrix of order 2n and the counteridentity of order n are
permutation matrices defined, respectively, by

Qn,2z = [z0z2 · · · z2n−2z1z3 · · · z2n−1]T, z ∈ C2n,

J z = [zn−1 · · · z1z0]T, z ∈ Cn.

The modified shift cyclic matrix of order n is defined by

Pξ =




0 1
1

. . .
1

ξ 0


 , ξ ∈ C.

Note that if z ∈ Cn, then

Pξ z = [z1 · · · zn−1ξz0]T.

The diagonal matrix with zh as (h, h) entry is

d(z) = diag(zh, h = 0, . . . , n− 1).

Given ϕh ∈ R, denote by c and s the vectors of Rn with entries ch = cosϕh, sh =
sinϕh, h = 0, . . . , n− 1.

Also observe that the function cas verifies the identities

cas(x + y) = cos y cas x + sin y cas(−x), cas(x + �) = −cas x,

cas(x + y)+ cas(x − y) = 2 cos y cas x.

Let Hn be the n× n matrix

[Hn]ij = 1√
n

cas
2ij�

n
, 0 � i, j � n− 1. (2.2)

The matrix Hn is symmetric and orthogonal, i.e. Hn = HT
n = H−1

n . Moreover H2n
can be expressed in terms of Hn by the formula

H2n = 1√
2

[
I RK

I −RK

] [
Hn

Hn

]
Qn,2, (2.3)

where I = In is the identity matrix and RK = (RK)n is the cross shaped matrix
d(c)+ d(s)JP1 with ϕh = h�/n, 0 � h � n− 1.

The matrix–vector productHnz, z ∈ Cn, is referred to as a discrete Hartley trans-
form (DHT) of length n [10,11]. From (2.3) it follows that a DHT of length 2m can
be computed in O(2mm) flops. In fact a repeated application of (2.3), n = 2m−1,

2m−2, . . . , 1, yields the decomposition of H2m ,

H2m = 1√
2m
L1L2 · · ·LmQ, (2.4)
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where Lj is a block diagonal matrix whose diagonal blocks are[
I2m−j (RK)2m−j
I2m−j −(RK)2m−j

]
and Q is the bit reversing permutation matrix. This decomposition proves the desired
result since each product Lj z requires O(2m) flops. Notice that the coefficient of 2m

can be reduced by exploiting certain symmetries of the RK-matrices [10,13,31].
Now the equality (2.3) can be rewritten as

H2n = 1√
2

[
Hn RKHn
Hn −RKHn

]
Qn,2. (2.5)

Moreover, RK = (RK)
T = (RK)

−1. Thus the matrix

Kn = RKHn (2.6)

appearing in (2.5) is orthogonal. Since

√
n[RKHn]ij = cos

i�

n
cas

2ij�

n
+ sin

i�

n
cas

2(n− i)j�

n
= cas

i(2j + 1)�

n
,

the generic entry of KT
n is

[
KT
n

]
ij

= 1√
n

cas
(2i + 1)j�

n
, 0 � i, j � n− 1. (2.7)

The matrixKT
2n can be expressed in terms ofKT

n by a formula analogous to (2.3) and
(2.5). In fact we have

KT
2n = 1√

2

[
KT
n RγK

T
n

KT
n −RγKT

n

]
Qn,2, (2.8)

whereRγ = d(c)+ d(s)J with ϕh = (2h+ 1)�/2n, 0 � h � n− 1. Note thatRγ =
(Rγ )

T = (Rγ )
−1. So the matrix

Gn = RγK
T
n (2.9)

appearing in (2.8) is orthogonal. As

√
n
[
RγK

T
n

]
ij

= cos
(2i + 1)�

2n
cas
(2i + 1)j�

n

+ sin
(2i + 1)�

2n
cas
(2(n− i − 1)+ 1)j�

n
,

we have

[Gn]ij = 1√
n

cas
(2i + 1)(2j + 1)�

2n
, 0 � i, j � n− 1. (2.10)

The matrix Gn is symmetric, like Hn. Moreover Gn is persymmetric, i.e. [Gn]i,j =
[Gn]n−j−1,n−i−1. The following equality holds:
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G2n = 1√
2

[
R+Gn R−Gn

−R−JGn R+JGn

]
Qn,2, (2.11)

whereR± = d(c)± d(s)J with ϕh = (2h+ 1)�/4n, 0 � h � n− 1. NowR±RT± =
I ± J and therefore no block in the 2 × 2 block matrix in (2.11) is orthogonal.

A decomposition analogous to (2.11) holds for the K matrix:

[Kn]ij = 1√
n

cas
i(2j + 1)�

n
, 0 � i, j � n− 1. (2.12)

More precisely, as a Corollary of Theorem 3.3, U = K (see Section 3), we have

K2n = 1√
2

[
R̃+Kn R̃−Kn

−R̃−JP−1Kn R̃+JP−1Kn

]
Qn,2, (2.13)

where R̃± = d(c)± d(s)JP−1 with ϕh = h�/2n, 0 � h � n− 1. Again, since the
matrices R̃± are singular, no block in the 2 × 2 block matrix in (2.13) is orthogo-
nal. So the above procedure cannot be further utilized to generate new orthogonal
matrices.

Clearly (2.8), (2.11), and (2.13) yield decompositions ofKT
2m ,G2m andK2m anal-

ogous to (2.4) and hence corresponding algorithms of complexity O(m2m) for the
computation of discrete KT, G and K transforms (respectively DKTT , DGT and
DKT) of length 2m. The efficiency of these Cooley–Tukey algorithms can be im-
proved by exploiting certain symmetries of the R-matrices. Moreover, the Rγ -sym-
metries are similar to the RK-symmetries. Therefore to each fast DHT algorithm
known in the literature [10,13,31] corresponds a fast DKTT algorithm with an es-
sentially identical complexity [7].

Of course further algorithms computing the DHT, the DKT, the DGT and the
DKTT are derived by exploiting the decompositions of U2m , U = H,K,G,KT,
obtained by transposing (2.5), (2.8), (2.11) and (2.13), respectively. In particular the
algorithm for the DKT so derived appears to be more convenient with respect to the
algorithm based on (2.13).

Notice that decompositions of the form (2.4) may suggest a quite unusual strat-
egy of constructing fast transforms. In fact the “information content” of U(U ∈
{H,KT,G,K}) essentially consists in the matrices R (apart the block-diagonal struc-
ture of the factors L). Thus a suitable choice of R may generate new fast trans-
forms under the only conditions that the blocks of L be unitary and have minimal
complexity.

Formulas (2.5), (2.8), (2.11) and (2.13) are collected in the following:

Theorem 2.1
(i) For U = H,KT, we have

U2n = 1√
2

[
I X

I −X
] [
Un

Un

]
Qn,2, (2.14)

where X = RK for U = H and X = Rγ for U = KT.
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(ii) For U = K,G, we have

U2n = 1√
2

[
X Y

−YW XW

] [
Un

Un

]
Qn,2 (2.15)

where X = R+, Y = R−,W = J for U = G and X = R̃+, Y = R̃−,W =
JP−1 for U = K .

The Ht radix-2 splitting property, expressed through the identities (2.14) and
(2.15), was already known for U = H,KT,G (see respectively [36, pp. 224–228],
[18] and [24]). For U = K it is a new result. In fact, in [27] are considered fast
algorithms where Un transforms of length n, U ∈ {K,KT,G}, are reduced to U ′

n/2
transforms of length n/2 with U ′ /= U . In Section 3 we prove decompositions of
Un1n2 , U = H,KT,G,K , where n1, n2 are arbitrary positive integers (ni � 2). In
this way fast algorithms computing Unz can be derived for any highly composed
integer n. For U = KT,G,K, the Ht radix-n2 splitting property is a new result.

In the following the matrices I, J, P1, P−1 of dimension r /= n are denoted by Ir ,
Jr , (P1)r , (P−1)r , respectively.

3. Mixed-radix fast Hartley-type transforms

Let Un be one of the n× n Ht matrices Hn, Kn, KT
n , Gn of Section 2 and call

the matrix–vector product Unz, z ∈ Cn, a discrete U transform (DUT ) of length n.
Then a DUT of length n1n2 can be computed by n2 DUTs of length n1.

This result, which is the Ht analogous of the DFT radix-n2 splitting property [36,
p. 79], is an obvious consequence of the decomposition formula for Un1n2 obtained
in Theorem 3.3. Clearly it leads to a fast algorithm for the computation of DUTs
whose length n is a highly composed integer (see Corollary 3.4). If n is a big prime
or the product of big primes, then the same tricks adopted in the DFT case may be
applied to develop fast algorithms. This is surely true for U = H [29].

Theorem 3.3 is proved in detail only for U = G. However, suggestions for prov-
ing the remaining cases are given.

The proof of Theorem 3.3 is based on two preliminary lemmas where the DUT
of vectors obtained by shifting (P a±1z) or by stretching (In2 z) the entries of a given
vector z are written in terms of the DUT of z and of suitable “shift” or “stretch” cross
matrices (see Lemmas 3.1 and 3.2).

Let z ∈ Cn, z = [z0z1 · · · zn−1]T, and let z also denote the (infinite) antisymmetric
periodic extension of z, i.e.

zj ′ =
{
zj , j ′ = j + 2an,
−zj , j ′ = j + (2a + 1)n,

a ∈ Z, j = 0, . . . , n− 1.

Observe that Pa−1z = [zaza+1 · · · za+n−1]T, a ∈ Z. Set also χs = 2s + 1.
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Lemma 3.1 (Shift). Let z ∈ Cn and a ∈ Z.

(i) For U = H,K, we have

UnP
a
1 z = XaUnz, Xa =

{
d(ca)− d(sa)JP1, U = H,

d(ca)+ d(sa)JP−1, U = K,

with ϕ(a)h = h2a�/n, 0 � h � n− 1.
(ii) For U = KT,G, we have

UnP
a
−1z = XaUnz, Xa =

{
d(ca)− d(sa)J, U = KT,

d(ca)+ d(sa)J, U = G,

with ϕ(a)h = (2h+ 1)a�/n, 0 � h � n− 1.

Proof. Since [Pa−1z]j = za+j , we obtain

√
n[GnP a−1z]i =

n−1+a∑
j ′=a

zj ′ cas

(
χiχj ′�

2n
− 2aχi�

2n

)

= cosϕ(a)i

n−1+a∑
j ′=a

zj ′ cas
χiχj ′�

2n

+ sinϕ(a)i

n−1+a∑
j ′=a

zj ′ cas
χn−i−1χj ′�

2n
.

The index change j = j ′ − a yields the assertion:

[
GnP

a
−1z

]
i
= cosϕ(a)i [Gnz]i + sinϕ(a)i [Gnz]n−i−1. �

Notice that the proof of Lemma 3.1 for H and K differs from the proof for KT

and G by the sole fact that the vector z ∈ Cn is extended symmetrically, i.e. zj ′ =
zj , j ′ = j + an, a ∈ Z, 0 � j � n− 1. In this way, Pa1 z = [zaza+1 · · · za+n−1]T,

a ∈ Z.
Now let z ∈ Cn1 and let In2 be the n1n2 × n1 matrix

[In2 ]ij =
{

1, i = kn2, j = k, k = 0, . . . , n1 − 1,
0 otherwise.

Then In2 z ∈ Cn1n2 and

[In2 z]j ′ =
{
zj , j ′ = n2j, j = 0, . . . , n1 − 1,
0 otherwise.
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Lemma 3.2 (Stretch). Let z ∈ Cn1 . We have

Un1n2I
n2 z = 1√

n2
Mn1n2



Un1

Un1
...

Un1


 z,

where

Mn1n2 =


In1n2 , U = H,KT,

d(c)+ d(s)Jn2 ⊗ Jn1(P−1)n1 , U = K,

d(c)+ d(s)Jn1n2 , U = G,

with

ϕi,h =


(h+ in1)(n2 − 1)�

n1n2
+ i�, U = K,

(2(h+ in1)+ 1)(n2 − 1)�
2n1n2

+ i�, U = G,

0 � h � n1 − 1, 0 � i � n2 − 1, (3.1)

taken in lexicographic order.

Proof. For i′ = h+ in1, h = 0, . . . , n1 − 1, i = 0, . . . , n2 − 1, we obtain

√
n1n2[Gn1n2I

n2 z]i′ =
n1−1∑
j=0

zj cas
χh+in1χn2j�

2n1n2

=
n1−1∑
j=0

zj cas

(
χhχj�

2n1
− χh+in1(n2 − 1)�

2n1n2
− i�

)

= cosϕi,h

n1−1∑
j=0

zj cas
χhχj�

2n1

+ sinϕi,h

n1−1∑
j=0

zj cas
χn1−h−1χj�

2n1

= √
n1

(
cosϕi,h[Gn1z]h + sinϕi,h[Gn1z]n1−h−1

)
. �

Notice that, by Lemma 3.2, forU = H orU = KT the vectorUn1n2I
n2 z, z ∈ Cn1 ,

is directly expressed in terms of Un1 z, i.e. the stretch cross matrix Mn1n2 is the iden-
tity. This is the reason why the proof of Theorem 3.3 is much easier in the cases
U = H,KT.

In Theorem 3.3 the discrete U transformUn1n2 z, z ∈ Cn1n2 , is reduced to n2 DUTs
of length n1. The result is obtained as follows. First rewrite z as the sum of n2 vec-
tors, each obtained by shifting the entries of the n2-stretched version of the vector
wj = [zj zj+n2 · · · zj+(n1−1)n2 ]T. Then apply the shift/stretch Lemmas 3.1 and 3.2.
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Theorem 3.3 (Ht radix-n2 splitting property). Let z ∈ Cn1n2 and set, for 0 � i, j �
n2 − 1,

Ri,j =



d(c)+ d(s)Jn1(P1)n1 , U = H,

d(c)+ d(s)Jn1 , U = KT,

d(c)+ d(s)Jn1(P−1)n1 , U = K,

d(c)+ d(s)Jn1 , U = G,

(3.2)

with the following corresponding values of ϕh:

ϕh = ϕ
(j)
i,h

=




2j (in1 + h)�
n1n2

, U = H,

j (2(in1 + h)+ 1)�
n1n2

, U = KT,

(h+ in1)((n2 − 1)− 2j)�
n1n2

+ i�, U = K,

(2(h+ in1)+ 1)((n2 − 1)− 2j)�
2n1n2

+ i�, U = G,

0 � h � n1 − 1.

Then

Un1n2z = 1√
n2




R0,0 R0,1 · · · R0,n2−1
R1,0 R1,1 · · · R1,n2−1
...

...
. . .

...

Rn2−1,0 Rn2−1,1 · · · Rn2−1,n2−1




×



Un1

Un1

. . .
Un1


Qn1,n2z,

where Qn1,n2 is the n2-stride [33, pp. 43–53] permutation matrix of order n1n2,

[Qn1,n2 z]h+in1 = zhn2+i . (3.3)

Proof. Notice that z = ∑n2−1
j=0 P

−j
−1 I

n2 wj . Therefore, by Lemmas 3.1 and 3.2 we
have

Gn1n2z = 1√
n2

n2−1∑
j=0

X−jMn1n2



Gn1

Gn1
...

Gn1


wj , (3.4)

where

X−j = diag
(
diag(cos θ(j)i,h , h = 0, . . . , n1 − 1), i = 0, . . . , n2 − 1

)
− diag

(
diag(sin θ(j)i,h , h = 0, . . . , n1 − 1), i = 0, . . . , n2 − 1

)
Jn1n2

and

Mn1n2 = diag
(
diag(cosϕi,h, h = 0, . . . , n1 − 1), i = 0, . . . , n2 − 1

)
+ diag

(
diag(sinϕi,h, h = 0, . . . , n1 − 1), i = 0, . . . , n2 − 1

)
Jn1n2
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with ϕi,h as in (3.1) and θ(j)i,h = 2jχin1+h�/(2n1n2). Observe that ϕn2−i−1,n1−h−1 =
−ϕi,h + 2(n2 − 1)�. Therefore

cosϕn2−i−1,n1−h−1 = cosϕi,h, sinϕn2−i−1,n1−h−1 = − sinϕi,h,

and, as a consequence, the following expression for X−jMn1n2 holds:

X−jMn1n2 = diag
(
C
(j)
i , i = 0, . . . , n2 − 1

)
+ diag

(
S
(j)
i , i = 0, . . . , n2 − 1

)
Jn1n2 ,

where

C
(j)
i = diag

(
cos

(
ϕi,h − θ

(j)
i,h

)
, h = 0, . . . , n1 − 1

)
,

S
(j)
i = diag

(
sin

(
ϕi,h − θ

(j)
i,h

)
, h = 0, . . . , n1 − 1

)
.

Moreover, since ϕi,h − θ
(j)
i,h = ϕ

(j)
i,h we have that C(j)i + S

(j)
i Jn1 is just the matrix

Ri,j defined in (3.2). Thus (3.4) becomes

Gn1n2z = 1√
n2

n2−1∑
j=0




R0,jGn1

R1,jGn1
...

Rn2−1,jGn1


wj

and the assertion is proved. �

A repeated application of Theorem 3.3 leads to a decomposition of Un, n =
p1p2 · · ·pm, which can be used to derive a fast algorithm computing the DUT for a
generic highly composed integer n. This decomposition is stated in Corollary 3.4.

Corollary 3.4. Let n = p1p2 · · ·pm. Set n1,k = pk+1 · · ·pm, n2,k = pk and, for

0 � i, j � n2,k − 1, let R(k)i,j be obtained from Ri,j in (3.2) by replacing n1 and n2
with n1,k and n2,k . Then

Un = 1√
n
L1L2 · · ·Lm−1SmQ, (3.5)

where Lk is a block diagonal matrix of order p1 · · ·pk−1 whose diagonal blocks are
all equal to

L̂k =




R
(k)
0,0 R

(k)
0,1 · · · R

(k)
0,n2,k−1

R
(k)
1,0 R

(k)
1,1 · · · R

(k)
1,n2,k−1

...
...

. . .
...

R
(k)
n2,k−1,0 R

(k)
n2,k−1,1 · · · R

(k)
n2,k−1,n2,k−1



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(k = 1, . . . , m− 1), Sm is a block diagonal matrix of order p1p2 · · ·pm−1 whose
diagonal blocks are all equal to

√
pmUpm , and Q is the index-reversal [36, p. 87]

permutation matrix

Q =
1∏

k=m−1

diag
(
Qpk+1···pm,pk , j = 0, . . . , p1 · · ·pk−1 − 1

)
.

As a consequence of (3.5), if φ(x) denotes the number of complex multiplications
required to compute the vector x, then

φ(
√
nUnz) � 2n(p1 + p2 + · · · + pm−1)

+φ(√pmUpmy)
m−1∏
k=1

pk, z ∈ Cn, y ∈ Cpm.

Notice, however, that this operation count does not take into account all possible
symmetries of Ri,j . Moreover, since the matrices Lk defined in Corollary 3.4
are sparse orthogonal matrices, a good numerical stability of algorithms based
on the decomposition (3.5) is assured. In some applications it is useful to have
at disposal such algorithms, implementing directly the K, the KT and the G trans-
forms [21,25–27]. In particular, among the Ht displacement formulas for the
inverse of a Toeplitz matrix T listed in [21], the one in terms of G and K,
ignoring their relation to H, appears to be very efficient for the computation of
T −1b.

In Section 4 we study the matrix algebras H = SDH , K = SDK , δ = SDKT,
γ = SDG where SDU denotes the n-dimensional space

SDU = {
Ud(z)U∗ : z ∈ Cn

}
of all matrices diagonalized by the n× n unitary matrix U. We also study other four
Ht transforms/matrix algebras of type UIL/L = SD(UIL), U = H,K,KT,G,
where IL are suitable orthogonal n× nmatrices with entries in the set {0, 1,±1/

√
2}.

Pairs of columns of U in (2.1) are combined so to obtain a matrix UIL = [U1|U2],
where the entries of U1 have the form cij (sij ), whereas the entries of U2 have the
form sij (cij ) with

cij =
√

2

n
cos

f (i)g(j)�

n
and sij =

√
2

n
sin

f (i)g(j)�

n
.

Notice that both Ht algebras and the more widely known ξ -circulant algebras be-
long to the same class of SDU spaces and, as a consequence, both share the properties
of SDU spaces (see Section 4).
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4. Hartley-type matrix algebras

One of the possible representations of the Ht algebras considered in this section
utilizes the well known ξ -circulant matrices. A ξ -circulant matrix is a Toeplitz matrix
of the form

Cξ (z) =
n−1∑
k=0

zk(Pξ )
k. (4.1)

For the class Cξ of ξ -circulant matrices, we have

Cξ = SDFξ = {
Fξd(z)F ∗

ξ : z ∈ Cn
}
,

[Fξ ]kj = 1√
n
(e−i(ϕ+2j�)/n)k, i = √−1,

(4.2)

whenever ξ = e−iϕ, ϕ ∈ [0, 2�) (to prove (4.2) simply note that PξFξ = FξDPξ with
DPξ diagonal). Thus, if |ξ | = 1, then Cξ belongs to the class of SDU spaces. As a
consequence, Cξ is closed under sum, product, inversion and conjugate transposi-
tion; moreover matrices from Cξ commute. For ξ = 1, a ξ -circulant matrix is called,
more simply, circulant. In a circulant matrix C(z) we have [C(z)]ij = zj−i mod n,
that is each row is derived from the row above by shifting right cyclically [15,16].

Properties first obtained for circulants were then observed to hold for any SDU
space L. In particular, a result which is fundamental to justify the introduction of
the minimization LQN methods in [8,19–21], was first derived for L = C [34] and
then extended to any SDU space [35]. It states that the eigenvalues of a hermitian
matrix A are related to the eigenvalues of its best least squares fit LA [24,34] by the
following inequalities

ν1(A)+ · · · + νj (A) � ν1(LA)+ · · · + νj (LA),
νn−j+1(LA)+ · · · + νn(LA) � νn−j+1(A)+ · · · + νn(A),

(4.3)

where νj (X) denote the eigenvalues of X in nondecreasing order. In [24] the im-
portant case j = 1 has been extended to spaces L more general than SDU: as a
consequence, matrices from noncommutative group algebras could be exploited, in
principle, in preconditioning techniques and in LQN methods. We guess that an
analogous extension could be obtained for all j.

Now consider the space

τ = SDS, [S]kj =
√

2

n+ 1
sin

(k + 1)(j + 1)�

n+ 1
, 0 � k, j � n− 1.

(4.4)

One easily shows thatXS = SDX whereX = P0 + P T
0 andDX = 2d(c), with cj =

cos((j + 1)�/(n+ 1)), 0 � j � n− 1, and therefore—since X is nonderogatory—τ

is the set of all matrices of form

τ(z) =
n−1∑
k=0

zkXk, (4.5)

where X0 = I , X1 = X, Xj+1 = XjX −Xj−1, 1 � j � n− 1.
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The space τ is the prototype of a set of eight Jacobi matrix algebras L = SDU ,
which are all generated by a symmetric tridiagonal matrix. These algebras and the
corresponding real Jacobi transforms U have been extensively studied. In particular,
it is known that the product Uz can be performed in O(n log n) flops, as in the case
U = Fξ . It is mainly by this property that the Jacobi algebras turn out to be compet-
itive with the algebra Cξ in several applications, such as preconditioning techniques
of positive definite systems and matrix displacement formulas. For example, in sev-
eral cases matrices from Jacobi algebras outperform ξ -circulants as preconditioners
of Toeplitz linear systems [2,6,14,24,28,30]. Moreover, whereas one of the most ef-
ficient Gohberg-Semencul type representations of the inverse of a Toeplitz matrix
involves circulant and (−1)-circulant matrices (see for example [21,22]), displace-
ment formulas based on Jacobi algebras are more suitable to represent T +H -like
matrices [1,4,5,9,22,23].

The matrix algebra H diagonalized by the Hartley matrix H is defined in [3] by

H = SDH, [H ]kj = 1√
n

cas
2kj�

n
, 0 � k, j � n− 1. (4.6)

Whereas both Cξ and τ are Hessenberg algebras [22] and then spanned by n poly-
nomials in a single nonderogatory Hessenberg matrix, there is no Hessenberg matrix
generating H. In fact, tridiagonal matrices in H have necessarily some entry (i, i +
1) equal to zero, and therefore are derogatory. Notice that H includes the matrix
T

1,1
0,0 = P1 + P T

1 , but T 1,1
0,0 is not sufficient to define H since it is derogatory. In [18]

it is shown that

H = {
A ∈ Cn×n : AT 1,1

0,0 = T
1,1

0,0 A and AH(en−1) = H(en−1)A
}
,

where H(en−1) is the matrix of H whose first row is eT
n−1 = [0 · · · 0 1]. Similar

characterizations hold for other four algebras named K, η, µ [18] and γ [24] (for γ
this is not true ∀n). Of course, any matrix X = Hd(z)H with zi /= zj , i /= j , is such
that H = {A : AX = XA}, however it is not known a vector z for which X has (in
some sense) a nice form.

In the following we define and study the set of eight Hartley-type (Ht) alge-
bras L = SDU , which includes the five algebras considered in [3,18,24]. We shall
see that the matrices from Ht algebras are easily described in terms of circulant
and (−1)-circulant matrices. Moreover, all the related Ht matrices U are defined in
terms of the matrices H, K, KT, G and thus (see Section 2) the matrix-vector
products Uz are all fast real transforms computable in O(n log n) flops. As for the
Fourier matrix Fξ , these are really fast when n is just a power of 2. On the contrary,
for U in the set of the Jacobi transforms the optimal value of n depends upon U
[37].

One expects that this set of new algebras can have applications analogous to the
Jacobi set. Some applications in Toeplitz systems preconditioning and in displace-
ment or Bezoutian representations of Toeplitz-plus-Hankel-like matrices have been
already studied in [1,3,18,21,24–26]. Moreover, these algebras L immediately lead
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to eight different new LQN minimization algorithms of complexity O(n log n) per
step [8,19–21]. Finally, some of the new transforms could be visually attractive, as
required in image processing [32].

The Ht algebras can be defined in terms of symmetric and skew-symmetric (±1)-
circulant matrices

CS±1 = {
A ∈ C±1 : A = AT}, CSK±1 = {

A ∈ C±1 : A = −AT}. (4.7)

For n = 3, 4, the generic elements of CS±1 and CSK±1 are matrices of form:



a0 a1 a2 a1
a1 a0 a1 a2
a2 a1 a0 a1
a1 a2 a1 a0


 ∈ CS1 ,




0 b1 0 −b1
−b1 0 b1 0

0 −b1 0 b1
b1 0 −b1 0


 ∈ CSK1 ,



a0 a1 0 −a1
a1 a0 a1 0
0 a1 a0 a1

−a1 0 a1 a0


 ∈ CS−1,




0 b1 b2 b1
−b1 0 b1 b2
−b2 −b1 0 b1
−b1 −b2 −b1 0


 ∈ CSK−1 ,


 a0 a1 ±a1
a1 a0 a1

±a1 a1 a0


 ∈ CS±1,


 0 b1 ∓b1

−b1 0 b1
±b1 −b1 0


 ∈ CSK±1 .

From the definition (4.7) one immediately realizes that CS±1 is an algebra, i.e.A1A2 ∈
CS±1 wheneverA1, A2 ∈ CS±1. On the contrary, CSK±1 is only a linear subspace of C±1:
for example

b1 /= 0 ⇒

 0 b1 ∓b1

−b1 0 b1

±b1 −b1 0




2

=

−2b2

1 ±b2
1 b2

1
±b2

1 −2b2
1 ±b2

1
b2

1 ±b2
1 −2b2

1


 /∈ CSK±1 .

Obvious basis for CS±1 and CSK±1 are, respectively, the sets {P j±1 + (P
j

±1)
T} and

{P j±1 − (P
j

±1)
T}. Since ±Pn−1

±1 = P T±1 = P−1
±1 , this remark yields the following:

Proposition 4.1. We have

dimCS1 =
⌈
n+1

2

⌉
, dimCSK1 =

⌊
n−1

2

⌋
,

dimCS−1 =
⌊
n+1

2

⌋
, dimCSK−1 =

⌈
n−1

2

⌉
.

(4.8)
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Moreover, the set

I, P
j

±1 ± P
n−j
±1 = P

j

±1 + P
−j
±1

=




1 ±1
. . .

. . .
±1

1
. . .

. . . 1
±1

. . .
. . .

±1 1




, j � 1,

is a basis for CS±1, whereas the set

P
j

±1 ∓ P
n−j
±1 = P

j

±1 − P
−j
±1

=




1 ∓1
. . .

. . .
∓1

−1
. . .

. . . 1
±1

. . .
. . .

±1 −1




, j � 1,

is a basis for CSK±1 . Finally CS±1 is the set of all polynomials in

T
±1,±1

0,0 = P±1 + P T±1 =




0 1 ±1
1 0 1

1
. . .

. . .
. . . 0 1

±1 1 0



. (4.9)

Proof. Only the last assertion needs a proof. Let L be the space of all polynomials
in T ±1,±1

0,0 . Clearly L ⊂ CS±1. Moreover, the dimension of L is the number of the

distinct eigenvalues of T ±1,±1
0,0 . Since the spectra of T 1,1

0,0 and T −1,−1
0,0 are, respectively,

2 cos(2j�/n), j = 0, . . . , n− 1, and 2 cos((2j + 1)�/n), j = 0, . . . , n− 1, we have
dimL = dimCS±1. Therefore L = CS±1. �
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Now set

H = CS1 + JP1C
SK
1 , K = CS−1 + JP−1C

SK
−1 ,

η = CS1 + JCS1 , µ = CS−1 + JCS−1.

The algebras H and K are diagonalized, respectively, by the Hartley and by the
skew-Hartley transforms, i.e.

H = SDH, K = SDK.

The algebra H is introduced and shown to coincide with SDH in [3]. The algebras
K, η and µ are introduced in [1,18]: K as the (−1)-circulant version of H; η
and µ as new examples of matrix algebras—made up with matrices simultaneously
symmetric and persymmetric—which can be involved in efficient displacement for-
mulas. H, K, η, µ are particular examples in a class, characterized in [18], of sym-
metric (non Hessenberg) algebras including T ±1,±1

0,0 .
For the algebras η and µ, we have

η = SDUη, µ = SDUµ,

where

[Uη]kj = 1√
n




1, j = 0,

cas
(
(2k+1)j�

n
+ �

4

)
, 1 � j �

⌊
n−1

2

⌋
,

(−1)k, j = n
2 (n even),

cas
(
(2k+1)j�

n
− �

4

)
,

⌈
n+1

2

⌉
� j � n− 1,

(4.10)

[Uµ]kj = 1√
n




cas
(
(2k+1)(2j+1)�

2n − �
4

)
, 0 � j �

⌊
n−2

2

⌋
,

(−1)k, j = n−1
2 (n odd),

cas
(
(2k+1)(2j+1)�

2n + �
4

)
,

⌈
n
2

⌉
� j � n− 1,

(4.11)

0 � k � n− 1 (see [24]). Notice that these are exactly the matrices obtained in [24]
since cas (x + �

4 ) = √
2 cos x and cas(x − �

4 ) = √
2 sin x. The use of the function

cas and the equality cas (x + �
4 )+ cas (x − �

4 ) = √
2 cas x makes clearer the follow-

ing relations among the transforms Uη, K, Uµ and G,

Uη = KTIη, (4.12)

Uµ = GIµ, (4.13)



A. Bortoletti, C. Di Fiore / Linear Algebra and its Applications 366 (2003) 65–85 81

where

Iη = 1√
2




√
2

I⌊ n−1
2

⌋ J⌊ n−1
2

⌋
√

2
−J⌊ n−1

2

⌋ I⌊ n−1
2

⌋


 ,

Iµ = 1√
2



I� n2 � −J� n2 �√

2
J� n2 � I� n2 �




(4.14)

(the presence of the central row and column including
√

2 depends on the oddness
of n).

In [24] the algebra of all matrices diagonalized by G is called γ . More precisely,

γ = CS−1 + JCSK−1 = SDG.

Now the space

δ = CS1 + JCSK1

is naturally introduced as the circulant version of γ . The following result is obtained
by using the shift Lemma for K (see Lemma 3.1).

Theorem 4.2. The space δ = CS1 + JCSK1 is the algebra of all matrices diagonal-
ized by KT, that is δ = SDKT.

Proof. Since the dimension of δ is n,

dim
(
CS1 + JCSK1

)= dim
(
CS1

) + dim
(
JCSK1

) − dim
(
CS1 ∩ JCSK1

)
=
⌈
n+ 1

2

⌉
+
⌊
n− 1

2

⌋
− 0 = n,

it is sufficient to prove that KAKT is diagonal if A ∈ CS1 ∪ JCSK1 . Let A ∈ CS1 .

Then A = p(T
1,1

0,0 ) for some polynomial p(x), and KAKT = Kp(T
1,1

0,0 )K
T =

p(KT
1,1

0,0 K
T). We claim that the matrix KT 1,1

0,0 K
T is diagonal. To prove this claim it

is sufficient to observe that

T
1,1

0,0 K
T = KTdiag

(
2 cos

2k�

n
, k = 0, . . . , n− 1

)
.

In fact, one easily calculates

√
n
[
T

1,1
0,0 K

T]
ij

= cas

(
(2i + 1)j�

n
+ 2j�

n

)
+ cas

(
(2i + 1)j�

n
− 2j�

n

)

= 2 cos
2j�

n
cas
(2i + 1)j�

n
, i = 1, . . . , n− 2
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(we left to the reader the cases i = 0 and i = n− 1). Now let A ∈ JCSK1 . As the

matrices Ej = P
j

1 − P
−j
1 , j = 1, . . . , �n−1

2 �, form a basis of the space CSK1 , let us
show that KJEjKT is diagonal. We have

KEjK
T = KP

j

1 K
T −KP

−j
1 KT = Xj −X−j = 2d(sj )JP−1,

where Xj , X−j are shift cross matrices and sjk = sin (2kj�/n), k = 0, . . . , n− 1.
Finally, the identity KJ = −JP−1K yields the assertion:

KJEjK
T = −JP−1KEjK

T = −JP−12d(sj )JP−1 = 2d(sj ). �

Notice that KT diagonalizes CS1 whereas, as is shown in [18], K diagonalizes CS−1.
Now the next step consists in defining a fast transform Uα , related to an algebra

α = SDUα , that has, mutatis mutandis, the same relation with H as Uη and Uµ have
with KT and G, respectively (see (4.12) and (4.13)):

[Uα]kj = 1√
n




1, j = 0,

cas
(

2kj�
n

+ �
4

)
, 1 � j �

⌊
n−1

2

⌋
,

(−1)k, j = n
2 (n even),

cas
(

2kj�
n

− �
4

)
,

⌈
n+1

2

⌉
� j � n− 1.

(4.15)

We have precisely

Uα = HIα (4.16)

where Iα = IT
η . The relation between Uα and the space

α = CS1 + JP1C
S
1

is defined by the following:

Theorem 4.3. The space α = CS1 + JP1C
S
1 is the algebra of all matrices diagonal-

ized by Uα , that is α = SDUα .

Proof. Since the dimension of α is n,

dim
(
CS1 + JP1C

S
1

)= dim
(
CS1

) + dim
(
JP1C

S
1

) − dim
(
CS1 ∩ JP1C

S
1

)
=
{

2
(
n
2 + 1

) − 2, n even,

2( n+1
2 )− 1, n odd,

it is sufficient to prove that UTα AUα is diagonal if A ∈ CS1 ∪ JP1C
S
1 . If A ∈ CS1 ,

by exploiting the equalitiesHT 1,1
0,0 H = 2d(c), ch = cos(2h�/n), 0 � h � n− 1 [3]

and d(c)Iα = Iαd(c), we obtain
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UTα AUα = IT
α Hp(T

1,1
0,0 )HIα = ITα p(2d(c))Iα = p(2d(c)).

If A ∈ JP1C
S
1 , the identity HJP1 = JP1H yields

UT
α AUα = IT

α HJP1p(T
1,1

0,0 )HIα = IT
α JP1p(HT

1,1
0,0 H)Iα

= IT
α JP1Iαp(2d(c)) =


I⌈ n+1

2

⌉ 0

0 −I⌊ n−1
2

⌋

p(2d(c)). �

Now the space

β = CS−1 + JP−1C
S
−1

is naturally introduced as the (−1)-circulant version of α. In the following theorem
it is proved that the matrix Uβ defined by

Uβ = KIβ, (4.17)

where Iβ = IT
µ , i.e.

[Uβ ]kj = 1√
n




cas
(
k(2j+1)�

n
− �

4

)
, 0 � j �

⌊
n−2

2

⌋
,

(−1)k, j = n−1
2 (n odd),

cas
(
k(2j+1)�

n
+ �

4

)
, �n2 � � j � n− 1,

(4.18)

is just the matrix diagonalizing all matrices of β. Notice that the equality (4.17),
involving the K transform, completes the list of equalities (4.12), (4.13) and (4.16)
stating reciprocal links among the previous 8 Ht algebras/transforms.

Theorem 4.4. The space β = CS−1 + JP−1C
S
−1 is the algebra of all matrices dia-

gonalized by Uβ, that is β = SDUβ .

Proof. Proceed as in Theorem 4.3 by exploiting the equalitiesKTT
−1,−1

0,0 K = 2d(c),
ch = cos((2h+ 1)�/n), h = 0, . . . , n− 1 [18], d(c)Iβ = Iβd(c) and the fact that
if A ∈ CS−1 then A is a polynomial in T −1,−1

0,0 . �

The Table 1, that is the analogous of the eight Jacobi algebras in [28], resumes
the eight Hartley algebras H, K, µ, η, γ , δ, α, β. Here the Hartley algebra H is the
prototype, as all transforms K, Uµ, Uη, G, KT, Uα , Uβ can be reduced to the only
transform H. However, suitable procedures for each transform may be preferable to
a systematic reduction to the Hartley transform. A good evidence of this fact is given
by the possible applications of the Ht fast transforms in the theory of displacement
formulas [21] and of Bezoutian representations [25,26].



84 A. Bortoletti, C. Di Fiore / Linear Algebra and its Applications 366 (2003) 65–85

Table 1

The eight Hartley-type algebras: H, K, α, β, δ, γ , η, µ

(+1)-circulant type (−1)-circulant type

H = SDH = CS1 + JP1C
SK
1 K = SDK = CS−1 + JP−1C

SK−1
α = SD(HIα) = CS1 + JP1C

S
1 β = SD(KIβ) = CS−1 + JP−1C

S−1

δ = SDKT = CS1 + JCSK1 γ = SDG = CS−1 + JCSK−1
η = SD(KTIη) = CS1 + JCS1 µ = SD(GIµ) = CS−1 + JCS−1

The basic Hartley-type transforms: H, KT, K, G

[H ]ij = 1√
n

cas 2ij�
n , [K]ij = 1√

n
cas i(2j+1)�

n , [G]ij = 1√
n

cas (2i+1)(2j+1)�
2n

K = RKH, G = RγK
T, Iα = IT

η , Iβ = IT
µ ;

RK and Rγ are defined in Section 2. Iη and Iµ are defined in (4.14).
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