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1 Introduction.

In the present paper, we study Appell’s differential equations, namely
linear differential equations on a compact Riemann surface X, with ana-
lytic coefficients and regular singularities, whose solutions are everywhere
meromorphic (cf. [Po], ch. V; an equation with regular singularities is
also called “fuchsian”). In his work [Ap], Appell studies the differential
equations of the first order, that correspond to the study of meromorphic
connections with logaritmic poles on line bundles (cf. example 2.15). Vi-
tali ([Vi1], [Vi2]) extends the analysis to higher orders, specially to the
second order.

In this paper, we study Appell’s differential equations using coho-
mological tecniques, following the line of Deligne ([De]) and Gunning
([Gu1]). The different tecnique allows to extend Vitali’s results.

For a fixed Appell differential equation E, the analytic continuation
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of a solution is still a solution. The choice of a fundamental set of so-
lutions for the equation (in a point x0 ∈ X which is ordinary for E),
yields a representation of the fundamental group π1(X, x0) of X at x0

with values in GL(n,C), where n is the order of E, called the mon-
odromy representation of E ([Po]); we remark that it is not necessary to
remove the singularities of E. The bijection between the quotient of the
group homomorphisms set Hom (π1(X, x0), GL(n,C)), under the action
of GL(n,C) by conjugation and the cohomology set H1(X, GL(n,C)),
associates a cohomology class to each Appell differential equation.

In section 2, one finds the formal definition of an Appell differential
equation of order n (Def. 2.3). A differential equation is here identified
with a basis of the space of his solutions in an ordinary point and its
analytic continuations along curves on X, that is a meromorphic section
E of the holomorphic vector bundle O(χ∗) associated to the monodromy
χ∗ ∈ H1(X, GL(n,C)). Some examples are given in order to justify the
notions that are introduced and to interprete them in classical terms.
We are interested in so-called Riemann-Hilbert problem, i.e. the study
of the relationships between the monodromy and the singularities of the
equation; in the present case, a singular point is classified by the data of
the valuations of the solutions, which is a list of n different integers called
the local exponents. Denoting by νP the minimal exponent in P ∈ X,
one defines a divisor DE =

∑
P νP , called the divisor associated to E.

One easily proves that any divisor linearly equivalent to DE is the divisor
of an Appell differential equation with the same monodromy (prop. 2.7).
In prop. 2.10, b), we prove that deg DE ≤ (n − 1)(g − 1).

But the divisor DE is not the unique responsible for the singularities
of E: a singularity occurs any time the list of the exponents is different
by {0, 1, 2, . . . , n−1}; even if νP = 0, one can have a gap in the exponents
(cf. example 2.4). Chosen a meromorphic section g with divisor −DE of
the line bundle O(DE), the product E = Eg gives a surjective morphism
E : O(χ) → LE of E, called the reduced form of E: this can be interpreted
as a new differential equation such that the minimal exponent is always 0
and it is the analogue of the classical “first reduced form” (cf. [Po] p. 78).
Studying the properties of E, one defines a new divisor B, that associates
to each point P the difference between the sum of the exponents in P

of E and the sum n(n−1)
2 of the exponents in an ordinary point; any

exponents of E is of the form a − νP for an exponent a of E in P . In



Prop. 2.10 a relation is given between deg B and deg DE :

deg B = −n degDE + n (n − 1)(g − 1),

and this yields a generalization of Fuchs relation on the Riemann sphere
between the exponents in Cor.2.11. A special attention is given to the
Appell differential equations whose divisor is effective, so that all their
singularities are apparent.

An Appell differential equation is interpreted, in prop.2.14, as a mero-
morphic connection on the jet bundle Jn−1(LE) and, in prop.2.13, as a
morphism ΦE : Jn(LE) → O(B) ⊗ Ω⊗n ⊗ LE .

In section 3, we recall some results of the theory of Deligne [De], Gun-
ning [Gu 1,2,3] and Telemann [Te 1,2] on the Appell differential equations
with empty divisor B, called cyclic. This case has been extensively stud-
ied also by Biswas and Raina [BR], Hejhal [H] and Gallo, Kapovich and
Marden [GKM], with different tecniques.

In the case of second order Appell differential equations, the ratio of
two independent solutions is a local coordinate, outside a finite number of
points (the support of B), and it changes upto a Moebius trasformation
via analytic continuation along a loop. This remark is the basis of the
work of Mandelbaum ([Ma 1,2,3]) and the corresponding classification of
second order differential equations, given in section 4, Thm. 4.2. Any
irreducible class χ∗ ∈ H1(X, GL(2,C)) is the monodromy of an Appell
differential equation; more precisely, any meromorphic section of O(χ∗)
is a differential equation (Thm. 4.4 and Prop. 4.9).

Section 5 is devoted to a cohomological interpretation of special differ-
ential equations, that are Appell differential equations that are derivative
of an effective differential equation. In theorem 5.5, the duality between
H1(X,C(χ∗)) and H1(X,C(χ)) implies a relation between any pair of
special differential equations of monodromy χ∗ and χ (the complex con-
jugated of χ). In theorem 5.7, it is given a characterization of a special
differential equation by an orthogonality condition.

Many authors have studied related problems. We refer to [GKM] for
a list of reference. We notice that, in [H] and [GKM], the authors are
mainly interested to the ratio of the solutions of a second order differential
equation and it is more convenient for them to represents a differential
equations by using the second reduced form and Schwarzian derivative.

My aim to apply the present work to complex dynamics (in analogy
to [C], [CMS]) motivates my interest in the study of the divisor DE and



its relation with B, and in the contents of section 5.
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2 Appell differential equations

Let X be a compact Riemann surface of genus g. We denote by O (resp.,
M, E) the sheaf of holomorphic (resp., meromorphic, C∞) functions on
X, by OU the restriction of O to an open subset U of X, by Ω or O(κ)
the canonical sheaf of holomorphic differentials on X, by GL(n,O) the
sheaf of holomorphic sections of the constant sheaf GL(n,C) on X, by
Γ(U,F) the holomorphic section of a sheaf F over an open subset U of
X, by F∗ the dual of the holomorphic sheaf F , by χ∗ the dual of the
cohomology class χ ∈ H1(GL(n,C)).

We keep the notation of Gunning [Gu1] and Deligne [De]. A holo-
morphic vector bundle with connection on X is a couple (V,∇) of a
holomorphic vector bundle V on X and a C-linear morphism of sheaves

∇ : V → V ⊗ Ω

verifying Leibnitz rule: ∇(fv) = df v + f∇v, for every holomorphic local
section f of O and v of V, where d denotes the external derivative d :
O → Ω. The connection is called meromorphic if the codomain of ∇ is
V ⊗M1, where we denote by M1 the sheaf of meromorphic differentials;
finally, the connection is called meromorphic with logarithmic poles if the
codomain is V⊗Ω(D), where we denote by Ω(D) the sheaf of meromorphic
differentials with logarithmic poles in a divisor D. The morphism ∇ is
called the covariant derivative defined by the connection, and it induces
a covariant derivative ∇∗ on the dual bundle V∗ = Hom(V,OX) by the
position ∇∗(φ(v)) = dφ(v) − φ(∇v), for local sections φ of V∗ and v of
V. A local section v of V is called flat if ∇v = 0. If V is a complex local
system on X and V ∼= V ⊗OX , there is a unique connection ∇ on V, called
canonical connection, such that the flat sections are the local sections
of the subsheaf V ; given local sections f and v of OX and V , one has



∇(vf) = df v. Viceversa, given a vector bundle with a connection (V,∇),
the subsheaf of the flat sections is a complex local system, i.e. there exists
a cohomology class χ ∈ H1(GL(n,C)) such that V ∼= C(χ) ⊗O = O(χ)
and the connection ∇ corresponds to the canonical connection. The class
χ is called a flat representative for V. In the bundle O(χ), we will always
use the canonical connection.

The derivative can be extended to meromorphic section of V. If
w is a holomorphic vector field on an open subset U of X, i.e., w ∈
Γ(U,O(κ−1)), one defines

∇w(v) =< ∇v, w > ∈ Γ(U,V), ∀ meromorphic section v of V over U.

The map ∇w is called covariant derivative along the vector field w. One
can iterate i times ∇w and write (∇w ◦ · · · ◦ ∇w) = ∇i

w.
Let (V,∇) be a holomorphic vector bundle of rank n on X, with co-

variant derivative ∇. The definitions in the following generalize Deligne’s
definition of a “cyclic section”, (cf. [De], 4.27, page 26):

Definition 2.1 Let w be a holomorphic vector field over an open sub-
space U of X and assume that w is nowhere zero. A meromorphic section
v of V over U is called almost cyclic if the local meromorphic sections
{∇i

w(v)|i = 1, . . . , n} generate over OU a vector bundle of rank n. If,
in particular, the sections {∇i

w(v)|i = 1, . . . , n} generate V over U , the
section v is called cyclic on U , and v is, actually, holomorphic.

The given definition does not depend on the choice of the vector field
w. A section v is almost cyclic (resp., cyclic) if and only if it is almost
cyclic (resp., cyclic) the section f v for every nowhere zero holomorphic
function f .

Definition 2.2 A global section of V is called almost cyclic (resp., cyclic)
if it is almost cyclic (resp., cyclic) over all open subspaces U of X.

If L is a line bundle on X, a section of V ⊗ L is called almost cyclic
(resp., cyclic) if it is almost cyclic (resp., cyclic) the corresponding section
of V under all local isomorphism between L and O. In particular, this
definition applyes to a section of V∗ ⊗L ∼= Hom(V,L), defining a almost
cyclic (or cyclic) morphism.

Here is the corresponding generalization of the definition of differential
equation given by Deligne, (cf. [De], def. 4.3):



Definition 2.3 An Appell differential equation E of order n on X with
monodromy χ∗ is an almost cyclic morphism E : O(χ) → M, i.e., an
almost cyclic meromorphic section of O(χ∗).

Let E : O(χ) → M be a fixed differential equation. We shall associate
to E a line bundle LE on X called the image of E, a set of local sections
of LE called solutions of E and a divisor DE on X. In order to define this
objects, we fix a coordinate covering U = {Uα, zα} such that χ trivializes
on U and a representative (χαβ) of χ on U . The morphism E : O(χ) → M
is described on Uα by a row vector Eα = (y1α, . . . , ynα) whose entries are
meromorphic functions satisfying the relations Eαχαβ = Eβ on Uα∩Uβ 
=
∅. The divisor DE associated to E is given by

DE =
∑
p∈X

νp(E)p (2.1)

where νp(E) is the minimal order in p of the entries of the matrices
representing E. In classical terms, DE is the divisor on X obtained
associating to p ∈ X the so-called minimal exponent νp(E), i.e., the
minimal valuation in p of the solutions of the differential equation in
classical terms. The coefficient νp(E) is different from zero only in a
finite set of points, which are singularities for E.

By refining the covering, one can assume that, for each α, only the
point pα given by zα = 0 can have a non-zero minimal exponent. Set-
ting να = νpα(E), the components of the n-tuple Eα = (z−να

α Eα) are
holomorphic funtions without common zeroes on Uα. The image of E
is the subsheaf LE of M generated on Uα by zνα

α , whose corresponding
cohomology class ξ ∈ H1(X,O∗) is represented by the cocycle defined
by ξαβ = z−νA

α zνB

β on Uα ∩ Uβ 
= ∅. One may identify LE = O(ξ); its
sections satisfy fα = ξαβfβ on Uα ∩ Uβ 
= ∅. We remark that

zνα
α Op = y1αOp + . . . + ynαOp ∀p ∈ Uα,∀α (2.2)

and that Eαχαβ = ξαβEβ on Uα ∩Uβ , so that the matrices Eα define an
almost cyclic (surjective) morphism

E : O(χ) → LE .

We say that E is an equation onto LE and that E is its reduced form.
The solutions of E are the images, under E of the flat sections of O(χ),
and are local sections of LE .



We remark that the divisor DE corresponds to LE
∼= O(−DE) in the

identification between isomorphism classes of holomorphic line bundles on
X and linear equivalence classes of divisors on X (in Gunning’s notation)
and, in particular, deg DE = −c1(LE).

Example 2.4 On the Riemann sphere X = P1, one consider the stan-
dard coordinate covering given by {(U0 = X \ {P∞}, x), (U1 = X \
{P0}, t = x−1)}. In classical terms, the differential equation given by:

d2

dx2
f − 1

x

d

dx
f = 0 (2.3)

has solutions generated by 1 and x2 and its singularities are P0 (with
exponents 0 and 2) and P∞ (with exponents −2 and 0). The chosen so-
lutions correspond to a pair {E0 = (1, x2), E∞ = (1, t−2)} that, according
to definition 2.3, defines a differential equation E : O ⊕ O → M with
monodromy 1 ∈ H1(X, GL(2,C)) and divisor DE = −2P∞. The associ-
ated line bundle LE

∼= OP1(2) is described by the cocycle (ξ0∞ = t−2)
and the corresponding reduced form E : O ⊕ O → LE is given by
{E0 = (1, x2), E∞ = (t2, 1)}. The solutions of E are the complex vector
spaces generated, respectively, by 1 and x2 on U0 and by 1 and t2 on
U∞. Notice that the analogue of the wronskian in given by a pair of
holomorphic functions

w0 = det

(
E0
d
dxE0

)
= det

(
1 x2

0 2x

)
= 2x on U0 (2.4)

w∞ = det

(
E∞
d
dtE∞

)
= det

(
t2 1
2t 0

)
= −2t on U∞ (2.5)

that define a holomorphic section w = {w0, w∞} ∈ H0(X, Ω⊗L2
E) whose

divisor is B = P0⊕P∞. The divisor B is effective and it associates to each
point the absolute value of the difference of the exponents, diminuished by
1. For this reason, B is called the branching divisor (cf. Def. 2.9). Since
w is a holomorphic section, the degree of B must satisfy the relation:

deg B = deg (Ω ⊗ L2
E) = −2 + 4 = 2. (2.6)

The relation (2.6) can be interpreted in two different ways. It is the
Riemann-Hurwitz formula for the branched cover x2 = x2

1 : P1 → P1

given by the ratio of the entries of E (that are a fundamental set of



solutions of the equations, in classical terms). Moreover, recalling that
DE is the divisor of the minimal exponents, one notices that the union
of the supports of DE and of B is the set of the singular points of the
differential equation; then

deg B+2deg DE+ [number of singular points] =
∑

singular points

[exponents]

and the relation (2.6) is the Fuchs’s relation between the exponents ([Po],
p. 77) for a fuchsian differential equation on P1 (cf. Cor. 2.11 for a
generalization):

∑
singular points

[exponents] = [number of singular points] − 2. (2.7)

Example 2.5 As in the previous example, one easily shows that the
reduced form of the equation d2

dx2 f = 0 is a morphism E1 : O⊕O → O(1)
with monodromy 1, divisor DE1 = −P∞, empty branching divisor. On
the other hand, the reduced form of the equation x2 d2

dx2 f − 2x d
dxf + 2 =

0 is a morphism E2 : O ⊕ O → O(1) onto the same line bundle and
with the same monodromy and branching divisor as E1, but with divisor
DE2 = P0 − 2 P∞ (which is linearly equivalent to DE1). 

In the next proposition, we show that, for a fixed monodromy, the
degree of the divisor of a differential equation is bounded from above.
In Proposition 2.10 we will show that degDE ≤ (n − 1)(g − 1), so there
exists an upper bound that does not depend on the monodromy. We say
that a line bundle ζ is a quotient of a vector bundle O(Φ) if there is a
surjective morphism of OX -modules O(Φ) → ζ.

Definition 2.6 For all Φ ∈ H1(X,GL(n,C)), we set

quot(Φ) = min {c(ζ) : the line bundle ζ is a quotient of O(Φ)}.

Proposition 2.7 a) For χ ∈ H1(X, GL(n,C)), let E : O(χ) → M
be an Appell differential equation on X. Then degDE ≤ −quot (χ) <
∞. In particular, there is a finite upper bound for the degree of all
Appell differential equations with monodromy χ∗.



b) If χ ∈ H1(X, GL(n,C)) is the monodromy of an Appell differ-
ential equation E with divisor DE, then χ is the monodromy of
an Appell differential equation whose divisor is any divisor linearly
equivalent to DE.

Proof. a) In ([Gu1], page 80), Gunning defines div(Φ) = max {c(ζ) :
ζ is a line bundle and ζ ⊂ O(Φ)} and shows that div(Φ) is always a finite
integer. Since quot(Φ) = c(detΦ) − div(Φ∗), one deduces that quot(Φ) is
also finite. The proof of item b) is easy. 

We now recall the notion of jet bundles in order to describe further
properties of Appell’s differential equations. We refer to [De] and [Bi] as
a reference on jet bundles. Let ∆ denote the diagonal divisor of X × X,
pi : X ×X → X the projection onto the ith factor and ∆n the nth order
infinitesimal neighborhood of ∆ in X × X, defined by the non reduced
divisor (n + 1)∆ of X × X.

For a holomorphic line bundle L on X and a positive integer k, the
k-order jet bundle of L, denoted by Jk(L), is the direct image:

Jk(L) = p1∗

(
p∗2L

p∗2V ⊗OX×X(−(k + 1)∆)

)
(2.8)

with the OX -module structure induced by p1. For every local section s of
L, p∗2s defines a local section dk

L(s) of Jk(L). The C-morphism of sheaves

dk
L : L → Jk(L) (2.9)

is the universal differential operator of order ≤ k and it has the following
properties: dk

L(t) = 1⊗ t, dk
L(at) = (1⊗ t) a = dk

L(t) a (here t (resp., a) is
a local section of L (resp., O)).

We recall that Jk(L) is a holomorphic vector bundle of rank k + 1,
locally generated by the image of L under dk

L. If L ∼= O, the choice of
a local coordinate x on X gives a local isomorphism Jk(O) ∼= O⊕k+1,
under which the map dk

O is given by:

dk
O : O → Jk(O) ∼= O⊕k+1

f �→ (f, d
dxf, . . . , dk

dxk f).
(2.10)

Moreover, one has a short exact sequence:

0 → Ω⊗k ⊗ L → Jk(L) → Jk−1(L) → 0 (2.11)



and
det Jk(L) ∼= Lk ⊗ Ω

k(k−1)
2 . (2.12)

Fixed χ ∈ H1(X, GL(n,C)) and λ : O(χ) → L be a O-morphism, the
composition dk

L ◦ λ : O(χ) → Jk(L) is a C-morphism. Recalling that
HomC (C(χ),N ) ∼= HomO (O(χ),N ) for any O-module N , one defines
a O-morphism γk

λ : O(χ) → Jk(L) by the position γk
λ(v) = dk

L(λ(v)) for
any flat local section v of O(χ). The following diagram of O-morphisms
of O-modules is commutative:

O(χ)
γk

λ→ Jk(L)
λ ↘ ↑ dk

L
L

(2.13)

The following lemma is easy to prove by a local analysis:

Lemma 2.8 Let λ : O(χ) → L be a surjective O-morphism.
i) The morphism λ is almost cyclic if and only if γn−1

λ : O(χ) → Jn−1(L)
induces a O-isomorphism between O(χ) and a rank n O-module contained
in Jn−1(L).
ii) [[De], Lemma 4.9.2] The morphism λ is cyclic if and only if γn−1

λ :
O(χ) → Jn−1(L) is a O-isomorphism.

Definition 2.9 Let E : O(χ) → M be a differential equation of order n
onto LE and E : O(χ) → LE its reduced form. The O-morphism

det(γn−1

E
) : O(det χ) → det Jn−1(LE) ∼= L⊗n ⊗ Ω

n(n−1)
2 (2.14)

defines a holomorphic section wE of the bundle L⊗n⊗Ω
n(n−1)

2 ⊗O(det χ∗).
The section wE is called wronskian and its divisor, denoted by B, is an
effective divisor called branching divisor satisfying:

O(B) ∼= O(det χ∗) ⊗ L⊗n
E ⊗ Ω

n(n−1)
2 . (2.15)

The union of the supports of DE and B is denoted by Sing(E) and its
elements are called the singularities of E. A singularity P is called appar-
ent if its coefficient in DE is νP ≥ 0 (in classical terms, P is a singular
point in which every solution is holomorphic).



We remark that the given definition of branching divisor coincides with
the definition given in ([GKM], pag. 680) for a second order differential
equation.

The items a) and b) of the following proposition generalize, respec-
tively, the statements of ([GKM], Cor. 11.3.1, p. 686) and ([Vi2], Lemma
p. 14, [Ba]) for second order differential equations. The item c) is due to
([De], p.35, for n = 2), [Te1] and [BR] in the case O(det χ∗)=1.

Proposition 2.10 Let E : O(χ) → LE be an Appell differential equation
of order n onto LE. Denote by B its branching divisor. Then

a) deg B = n c(LE) + n(n − 1)(g − 1).

b) deg (DE) ≤ (n − 1)(g − 1).

c) If deg (DE) = (n − 1)(g − 1), then the differential equation is
cyclic and L−n

E
∼= O(det χ∗) ⊗ Ω⊗n(n−1)

2 .

The following corollary generalizes Fuchs’s relation between the ex-
ponents for a fuchsian differential equation on P1 ([Po], p. 77):

Corollary 2.11 Denote by m the cardinality of Sing(E). Then

∑
Sing(E)

[exponents] = n(n − 1)(g − 1) +
n(n − 1)

2
m

Proof. One remarks that

deg B + n deg DE +
n(n − 1)

2
m =

∑
Sing(E)

[exponents].

The thesis follows from Prop. 2.10, a). 

Example 2.12 We recall Example 2.4 in this context. Here the rank 3
vector bundle J2(LE) is given by the transition matrix (we denote by ′

the derivative d
dt ):

 ξ0∞ 0 0
κ0∞ξ′0∞ κ0∞ξ0∞ 0

κ0∞κ′
0∞ξ′0∞ + κ2

0∞ξ′′0∞ κ0∞κ′
0∞ξ0∞ + 2κ2

0∞ξ′0∞ κ2
0∞ξ0∞






and the corresponding transition matrix for J1(LE) is obtained by delet-
ing the last column and the last row.

The morphism γ1
E

: O ⊕ O → J1(LE) is described on U0 by the
matrices (

E0
d
dxE0

)
=

(
1 x2

0 2x

)
on U0 (2.16)

(
E∞
d
dtE∞

)
=

(
t2 1
2t 0

)
on U∞ (2.17)

In classical terms, the differential equation with a given system of solu-
tions E0 is given by the condition:

det


 E0 y

d
dxE0

dy
dx

d2

dx2 E0
d2y
dx2


 = det


 1 x2 y

0 2x dy
dx

0 2 d2y
dx2


 = −2

dy

dx
+ 2x

d2y

dx2
= 0

The pair (0,−2, 2x) on U0 and the corresponding (0, 2,−2t) on U∞ so
obtained defines a morphism ΦE : J2(LE) → M onto the line bundle
O(B) ⊗ Ω⊗2 ⊗ LE . Moreover, the composition of this map with the
natural inclusion Ω2 ⊗ LE → J2(LE) is not identically zero and it is
given by the wronskian. 

The given example can be generalized, showing that an Appell differ-
ential equation is a differential operator according to the current defini-
tion. We recall that, by definition of differential equation of order n, the
image of γn

E
has rank n.

Proposition 2.13 Let E ∈ H0(X,M(χ∗)) be an Appell differential equa-
tion onto LE, with branching divisor B and wronskian wE. Let E :
O(χ) → LE its reduced form and γn

E
as defined in 2.13. Then there is a

surjective OX-morphism

ΦE : Jn(LE) → O(B) ⊗ Ω⊗n ⊗ LE (2.18)

such that ΦE ◦ γn
E
≡ 0 and the composition with the natural inclusion

σ : Ω⊗n ⊗ LE → Jn(LE) ΦE→ O(B) ⊗ Ω⊗n ⊗ LE (2.19)

corresponds to the wronskian wE ∈ H0(X,O(B)).



The morphism σ defined in the proposition is usually called symbol.
We underline that the symbol of an Appell differential equation does not
need to be an isomorphism: the special case in which σ is an isomorphism
(i.e., B is empty) correspond to the differential equations studied by
Deligne, and it will be described in the next section. When B is non
empty, there may exists a morphism Φ : Jn(L) → O(B) ⊗ Ω⊗n ⊗L that
do not arise from an Appell differential equation: a characterization can
only be given by a local analysis that calculates the local exponents and
ensures the absence of logarithmic singularities (cf. [Po], p. 69). In some
cases this local analysis can be avoided, as in Remark 2.16 and in the
case in which the symbol is an isomorphism (Prop. 3.1).

The next proposition shows that an Appell differential equation can
be interpreted as a meromorphic connection. For differential equations
of the first order, the two notions are equivalent, as it is recalled in the
following example.

Proposition 2.14 An Appell differential equation E : O(χ) → M of
order n onto LE defines a meromorphic connection on Jn−1(LE).

Proof. Let Ψ ∈ H1(X,GL(n,C)) be the cohomology class such that
Jn−1(LE) ∼= O(Ψ). Fix a coordinate covering U = {Uα, zα} such that
χ and Ψ trivialize on U , and choose representatives (χαβ) of χ and Ψαβ

of Ψ on U . The morphism γn−1

E
is represented by n × n matrices Γα

with meromorphic entries such that Γαχαβ = ΨαβΓβ on Uα ∩ Uβ 
= ∅.
Every matrix Γα is invertible as matrix with meromorphic entries and
the entries of the matrix Ωα = Γα d (Γ−1

α ) are meromorphic differentials;
the relation:

Ωβ − Ψ−1
αβ Ωα Ψαβ = Ψ−1

αβ dΨαβ (2.20)

shows that the matrices Ωα define a meromorphic connection Jn−1(LE) →
Ω(B) ⊗ Jn−1(LE), where we denote by Ω(B) the sheaf of meromorphic
differentials on X whose poles are in B. 

Example 2.15 (e.g., [Vi1], p.65) A first order Appell differential equa-
tion is simply a non trivial meromorphic section E of a line bundle O(χ∗)
of degree zero. Such a section exists according to the fundamental exis-
tence theorem. One notice that dEα

Eα
= dEβ

Eβ
= ω defines a global mero-

morphic differential with integer residues. Notice that the sum of the



residues of ω is c(LE). In classical term, the general Appell differential
equation of the first order with monodromy χ has the form:

dy = (ω + η) y, with η ∈ H0(X, Ω).

One easily sees that the classes of Appell differential equation of the first
order on X form an homogeneous principal space with base Pic(X) and
group H0(X, Ω).

Keeping the notation of the proposition, one has Γα = Eα,Ψαβ =
ξαβ that is the cocycle of LE . The matrices Ωα define a meromorphic
connection on LE with logarythmic poles. Viceversa, every connection
of this type comes from an Appell differential equation.

Remark 2.16 Monodromy holomorphically trivial ([Vi1],[Ba])
Let χ ∈ H1(X, SL(n,C)) and assume that there is an isomorphism
O(χ) ∼= On as holomorphic vector bundles, i.e. i∗(χ) = 1 under the
map i∗ : H1(X, GL(n,C)) → H1(X,GL(n,C)) induced in cohomology
by the inclusion C → O. Fix a coordinate covering U = {Uα, zα} such
that χ trivializes on U , with a representative (χαβ) of χ on U . An iso-
morphism E : O(χ) → On is described on Uα by a non-singular n × n
matrix Fα with holomorphic entries satisfying the relations Fαχαβ = Fβ

on Uα ∩ Uβ 
= ∅, so that dFαF−1
α = dFβF−1

β = Λ is a n × n matrix with
entries in H0(X, Ω) and zero trace. Each row of Fα defines a morphism
O(χ) → O: if this morphism is almost cyclic, it defines an Appell dif-
ferential equation. The flat representatives of O⊕O with determinant 1
are in one to one correspondence with the conjugacy classes of the ma-
trices Λ as before. Viceversa, if χ ∈ H1(X, SL(n,C)) is monodromy of n
Appell differential equations such that the determinant of the morphism
O(χ) → On given by the direct sum is not identically zero (hence it is
nowhere zero), then χ is holomorphically trivial (this is the ”primo caso
ridotto” in the paper [Vi1]). An analysis of the matrix Λ prove the fol-
lowing result for a second order differential equation, due to ([Vi1], p.60
and [Ba], p.7): the monodromy χ ∈ H1(X, SL(2,C)) admits two Appell
differential equations such that the determinant of their direct sum is non
zero if and only if the corresponding morphism Φ : J2(O) → Ω⊗3 is given
by a matrix of the form (in the usual notation)

(ϕα η2
α,−dηα − 2ψαηα, ηα) with ϕα, ηα, ψα ∈ H0(X, Ω).

In this case, χ is holomorphically trivial. 



Example 2.17 We recall the following example due to [Vi1],p.62. Let
g = 1 and χ∗ ∈ H1(X, GL(2,C)) be the monodromy of a differential
equation E onto a line bundle LE such that DE is effective (this is called
an effective differential equation, in the next definition). Applying prop.
2.10, a), one sees that c(LE) = 0, hence LE

∼= O. Since the canonical
bundle is trivial, the derivative ∇E is still a differential equation of mon-
odromy χ∗. One concludes that χ is holomorphically trivial as before.
Denoting by η the unique non zero holomorphic differential form on X,
the explicit form becames:

(ν η3
α,− dηα − 2µ η2

α, ηα) for µ, ν ∈ C.

In [Vi1], p.10, it is shown that even in the case g = 2, each monodromy
of a second order differential equation with effective divisor, is holomor-
phically trivial. 

The following definition correspond to the notion of a differential
equation of “prima specie” (c.f. [Ap]):

Definition 2.18 An Appell differential equation E : O(χ) → M is called
effective if the corresponding divisor DE is effective, i. e. LE ⊂ O and
E factorizes, as a O-module morphism, through the inclusion O → M:

E : O(χ) → M
↘ ↗

O
(2.21)

The following proposition follows from Prop. 2.10, a):

Proposition 2.19 An Appell differential equation of order n onto O has
at most n(n − 1)(g − 1) apparent singularities.

We refer to [O] for a related result on the existence of a differential
equation (non necessary of Appell) with a given set of singularities and
a bound on the number of the apparent singularities.

3 Cyclic differential equations

In this section we recall the work of [De], [BR], [Te1], [Te2] on cyclic
differential equations, but we do not assume the determinant of the mon-
odromy is 1. Let (V,∇) be a rank n vector bundle with connection and



let χ ∈ H1(X, GL(n,C)) be the flat representative defined by the connec-
tion. According to definition 2.3 and keeping the notation of the previous
section, a differential equation E : V ∼= O(χ) → M is cyclic if the corre-
sponding reduced form E : V ∼= O(χ) → LE is cyclic. In this case, the
bundle Jn−1(LE) is isomorphic to O(χ), so it admits a connection; in
particular, L⊗−n

E
∼= O(det χ∗)⊗Ω⊗n(n−1)

2 and c1(L) = (n− 1)(g − 1) (cf.
also Lemma 2.8, ii) and Prop. 2.10, c)).

Proposition 3.1 ([De], Prop. 4.9) Let L be a fixed line bundle on X
such that c1(L) = (n− 1)(g− 1). There exists an equivalence between the
two following categories, whose morphism are the isomorphisms:
a) the category of line bundles L on X with a chosen holomorphic bundle
morphism Pn(L) → Ω⊗n ⊗L that induces the identity on the submodule
Ω⊗n ⊗ L of Pn(L);
b) the category of the cyclic differential equations of order n onto L,
i.e., the category of the triples ((V,∇),L, λ) given by a holomorphic fiber
bundle V of rank n with a connection, a line bundle L and a surjective
cyclic morphism: λ : V → L.

A cyclic differential equation can be interpreted geometrically as fol-
lows: on a sufficiently small open U , the differential equation associates
to U a curve in the projective space Pn(C) such that, in each point, such
curve has a tangent and an osculating hyperplane well determinated. In
particular, the ratio of af the entries of a second order cyclic differential
equations gives an uniformization of the Riemann surface X:

Proposition 3.2 ([De], Prop. 5.8 for n = 2, [Te1], [Te2]) Let L a line
bundle on X such that c1(L) = (n − 1)(g − 1), n > 1, and consider
the set S of pairs given by a (n-1)-tuple (ω2, . . . , ωn) of global differential
forms on X, with ωi ∈ Γ(X, Ω⊗i), and a connection on L⊗n⊗Ω⊗t, where
t = n(n−1)

2 . There exists a bijection between the set of cyclic differential
equations of order n onto L and the set S.

Proof. The data of a connection on L⊗n ⊗ Ω⊗t can be interpreted as
the choice of a flat representative for the determinant of the monodromy.
We recall that, according to [Gu1] and [Te2], all the monodromies with
determinant 1 of cyclic differential equations determine the same im-
age under the composition of the natural maps: H1(X, SL(n,C)) →
H1(X, PGL(n − 1,C)) → H1(X, PGL(n − 1,O)). The proof of the
proposition reduces to the results of [Te1]. 



According to Riemann-Roch theorem, the (n− 1)-tuples (ω2, . . . , ωn)
of global differential forms on X, with ωi ∈ Γ(X, Ω⊗i) depends on [(2g −
2)(n − 1 + g)] parameters.

We refer to [BR] for a different characterization of cyclic differential
equations.

4 Second order differential equations

In the case of Appell differentiall equation of the second order, on can
apply Gunning’s results on rank 2 vector bundles on the Riemann surface
X ([Gu1]).

Let χ ∈ H1(X, GL(2,C)) and let E : O(χ) → M be an Appell
differential equation with monodromy χ∗, onto a line bundle LE . We
recall that, according to 2.10, one has deg (DE) ≤ g−1 and the wronskian
is a section w ∈ H0(L2

E ⊗ Ω ⊗ O(detχ∗)). The reduced form of the
differential equation describes O(χ) as an extension of LE , i.e., there
exists a short exact sequence of vector bundles on X

0 → L−1
E ⊗O(det χ) → O(χ) E→ LE → 0. (4.1)

Notice that the wroskian w is the Atiyah class of the extension (4.1),
so the sequence does not split. We recall that the extensions of LE by
L−1

E ⊗O(det χ) are classified by the elements of H0(L2
E ⊗Ω⊗O(det χ∗))

upto isomorphism (cf., [Gu1], Th. 13 p. 72).

We want to give a classification of Appell differential equations with
given divisor DE and branching divisor B (i.e., with assigned singularities
and exponents in each singularity) that generalizes the study of cyclic dif-
ferential equations. We follow the line of [Gu1],[Gu2], [Gu3], [Ma1],[Ma2],
[Ma3] (cf., also, [GKM]).

Definition 4.1 Let {Uα, zα} be a coordinate covering of X. A ramified
projective covering of X is the data {Uα, hα,Φαβ}, where hα : Uα → P 1

is a meromorphic function non locally constant ∀α and Φαβ = zαz−1
β is a

projective trasformation, on Uα∩Uβ 
= ∅. A ramified projective structure
H on X is an equivalence class of projective ramified coverings, where two
coverings are equivalent if their union is a ramified projective covering.



Theorem 4.2 Let L be a line bundle on X with an injection L → M.
There exists a bijective correspondence between the sets:
a) the set of the second order Appell differential equations onto L on X;
b) the set of the couples given by a ramified projective structure H on X
with ramification divisor B(H) such that deg B(H) = 2g−2+2c(L), and
connection on Ω ⊗ L⊗2 ⊗H, where H is the line bundle on X having a
section whose divisor is −B(H).

Remark 4.3 The branching divisor B = 0 occurs precisely in the cyclic
differential equations, and, in this case, the statement of the theorem is
Deligne’s prop. 3.2.

Let Φ ∈ H1(X, GL(2,C)). We keep the notation of Def. 2.6. We re-
call that the holomorphic vector bundle O(Φ) is called stable if quot(Φ) >
0, unstable if quot(Φ) ≤ 0, semistable if quot(Φ) ≥ 0 (cf., e.g., [Gu1], p.
83). According to ([Gu1], Lemma 14, p. 81), one knows that quot(Φ) < g.

Theorem 4.4 Let χ ∈ H1(X, GL(2,C)) such that quot (χ) 
= 0 (recall
that g ≥ quot (χ) ≥ −g). Let λ : O(χ) → L be any surjective morphism
where L is a line bundle on X with c1(L) = quot (χ) (it exists by definition
of quot (χ)). The following results hold:

a) The morphism λ is a second order differential equation onto L
with monodromy χ∗.

b) Then each flat representative of O(χ) is a monodromy for a dif-
ferential equation onto L.

c) Any meromorphic section E of O(χ∗) is an Appell differential
equation with monodromy χ∗.

Proof. Item a) follows from the fact that λ : O(χ) → L is part of an
extension as in (4.1), for L = LE and λ = E. The sequence cannot
split, since otherwise c(L) = 0 according to Weil Theorem (cf., [Gu1],
Th. 16, p. 110). The proof of item b) is similar. Item c) follows from
the indecomposability of the holomorphic bundle O(χ). 

The following theorem study the divisor of minimal degree of a differ-
ential equation with a given monodromy, when the degree of the divisor
is extremal:

Theorem 4.5 Let χ ∈ H1(X, GL(2,C)).



a) Assume that quot (χ) < 0, i.e. O(χ) is unstable not semistable.
There is a unique line bundle L that is a quotient of O(χ) and
satisfyes c(L) = quot (χ). Then the Appell differential equations
with monodromy χ∗ and associated divisor of degree −quot (χ) have
linearly equivalent divisors.

b) Assume that quot (χ) = g > 0, so that O(χ) is stable. Then χ
is the monodromy of an Appell differential equation onto each line
bundle L with c(L) = g.

Proof. Item a) follows directly from ([Gu1], Lemma 15, p.84), claiming
that it is unique the line bundle of maximal degree contained in a rank
two unstable non semistable vector bundle on X. Item b) follows from
[Gu1], Lemma 16, p. 92. 

Corollary 4.6 For g > 1, let L a line bundle with c(L) = 1 − g. Then
the bundle J1(L) is unstable not semistable and the canonical projection
J1(L) → L is a cyclic differential equation with respect to each flat rep-
resentative of J1(L). The monodromies for a differential equation onto
L are then classified by the flat representatives of J1(L), and one can
assigne to them the structure of an analytic variety isomorphic to C3g−3

(cf. [Gu3], Th.4 p. 57).

The following proposition is a corollary of theorem 4.4 (cf. [Ma1],
[GKM]):

Proposition 4.7 Let χ ∈ H1(X, GL(2,C)) such that quot (χ) = k 
= 0
and consider the map:

p : H1(X, GL(2,C)) → H1(X, PGL(1,C)) (4.2)

induced in cohomology by the standard projection GL(2,C) → PGL(1,C).
Then, the image p(χ) is the cohomology class for a ramified projective
structure H on X, and H ∈ RPS(2g − 2 + 2k) = {ramified projective
structures on X whose ramification divisor has degree 2g − 2 + 2k}.

Fixed the monodromy χ ∈ H1(X, GL(2,C)) such that quot (χ) < 0,
it is possible to describe the differential equations with monodromy χ
whose divisor has maximal degree.



Corollary 4.8 If k < 0, for an arbitrary choice of ξ ∈ H(X,C∗), there
exists a bijection between the ramified projective structures in RPS(2g −
2 + 2k) and the cohomology classes χ ∈ H1(X, GL(2,C)) such that det
χ = ξ and quot (χ) = k.

In the case quot (χ) = 0, one can formulate a result analogue to
theorem 4.5 only if χ is associated to a class of irreducible representations
of the fundamental group of X with value in GL(2,C):

Proposition 4.9 Let χ ∈ H1(X, GL(2,C)) be a cohomology class repre-
senting a flat irreducible bundle with div (χ) = 0. Let λ : O(χ) → L be a
surjective morphism onto a line bundle L with zero Chern class. Then λ
is a differential equation onto L with monodromy χ. (cf. [Ma3], [GKM]).

In its paper [Vi1], Vitali studies the effective Appell differential equa-
tions of second order. In particular, he treats the case of two equations
with the same monodromy χ ∈ H1(X, GL(2,C)).

Definition 4.10 Two Appell’s differential equations E, F : O(χ) → M
are linearly independent if they correspond to linearly independent mero-
morphic sections of O(χ∗).

Lemma 4.11 Let χ∗ ∈ H1(X, GL(2,C)) be the monodromy of an ef-
fective differential equation on X. Then the number of linearly inde-
pendent effective differential equations with monodromy χ∗ is equal to
dimC H0(X,O(χ∗)).

Proof. An holomorphic section of O(χ∗) is a differential equation if and
only if the extension corresponding to the surjection O(χ∗) → O does
not split (cf. 4.1). Using Serre’s duality, this is an open condition with
respect to at most g polynomial conditions. 

We remark that the hypothesis in the proposition cannot be removed:
a counterexample is given by 1 ∈ H1(X, GL(2,C)). We notice, moreover,
that the monodromy of an effective differential equation is unstable.

Corollary 4.12 Let χ∗ ∈ H1(X, GL(2,C)) be the monodromy of an ef-
fective differential equation onto a line bundle LE with c(LE) = quot(χ) <
0. Then the number of linearly independent effective differential equations
of monodromy χ∗ is given by:

H0(X,L−1
E ) = −c(LE) + 1 − g + H0(X, Ω ⊗ LE) ≤ g − 1.



Proof. According to [Gu1], Th. 23, one has H0(X,O(χ∗)) = H0(X,L−1
E ),

since χ is unstable non semistable. The thesis follows from Riemann-Roch
Theorem, recalling that −c(LE) ≤ g − 1 by prop 2.10. 

5 Integral differential equations

Definition 5.1 An Appell differential equation E : O(χ) → LE of order
n on X is special if LE is special, i.e., there exist an injective morphism
LE → Ω.

We notice that, if E is special, then 2 − 2g ≤ deg DE ≤ g − 1 and
deg B ≤ 6g − 6.

Lemma 5.2 [[Vi2], Thm. p.25]. Let χ∗ be the monodromy of a special
differential equation of the second order. The maximal number t of lin-
early independent differential equations with monodromy χ∗ is given by
t = dimC H0(X,O(χ∗ ⊗ κ)) = dimC H1(X,O(χ)). In particular, 2g −
2 ≤ t ≤ 2g and the first inequality is strict if and only if H0(X,O(χ)) 
= 0.

Proof. The first statement can be proved as in lemma 4.11. According
to the Riemann Roch theorem, one has m = 2g − 2 + H0(X,O(χ)). If χ
is irreducible, then H0(X,O(χ)) = 0 by ([Gu1], Thm. 18, p.127). If χ is
decomposable, then O(χ) is the direct sum of two line bundle of degree
0, hence H0(X,O(χ)) ≤ 2. This concludes the proof. 

Corollary 5.3 The class χ∗ ∈ is the monodromy of a special differen-
tial equation if the class χ is the monodromy of an effective differential
equation.

We notice that, if g = 1 an Appell differential equation is special if and
only if it is effective, so that there are 2 linearly independent equations
according to Ex. 2.17.

The notion of “special” differential equation corresponds, in Vitali’s
notation, to a differential equation of “ prima categoria la cui equazione
integrale sia di prima specie”.

Remark 5.4 Let E : O(χ) → LE be a special differential equation.
Chosen an injection LE → Ω, one can identify E with a section E ∈



H0(X,O(χ∗ ⊗ κ)) ⊂ H0(X,M(χ∗ ⊗ κ)). Consider the short exact se-
quence of sheaves on X:

0 → C(χ∗) → M(χ∗) d→ dM(χ∗) → 0 (5.1)

where by d we denote the external derivative and by dM(χ∗) the sheaf
of germs of meromorphic differential forms on X which are sections
of the vector bundle χ and zero residues everywhere. Recalling that
H1(X,M(χ∗)) = 0, the exact cohomology sequence associated to the
previous sequence gives an isomorphism:

H1(X,C(χ∗)) ∼= H0(X, dM(χ∗))
dH0(X,M(χ∗))

(5.2)

The natural inclusion O(χ∗ ⊗ κ) → dM(χ∗) associates to the special
differential equation E a cohomology class in H1(X,C(χ∗)), i. e., an
extension of the form:

0 → C(χ∗) → C(Ψ) → C → 0. (5.3)

where Ψ ∈ H1(X, GL(n + 1,C)). The class Ψ is the monodromy of an
effective Appell differential equation

∫
E whose derivative is given by E:

we say that
∫

E is the integral differential equation of E. We remark
that this contruction depends on the chosen inclusion LE → Ω. 

We notice that the construction of an integral equation can be per-
formed in a bigger generality. The hypothesis we made are necessary to
ensures that the integral equation is effective.

In ([Vi2], Art. 5), Vitali studies the relation between the periods of
solutions of two second order differential equations with contragradient
monodromies and finds a reciprocity law generalizing the reciprocity law
for differential forms on X (of first, second and third type).

We suggest here a proof of Vitali reciprocity law via the duality be-
tween H1(X,C(χ∗)) and H1(X,C(χ)) ∼= H1(X,C(χ)), where the last
isomorphism is given by conjugtion. The duality is express in two differ-
ent ways, and the law is obtained by equating the two expressions.

Recall that H1(X,C(χ)) is isomorphic to the cohomology of groups
H1(π1(X), χ̂) of C2 considered as a π1(X)-module via the representation
χ̂ associated to χ ([Gu1], Thm.19, p.128). One fixes the choice of a
set {σj , τj} ⊂ π1(X, P0) of representatives for a of a standard base of



H1(X,Z), i.e., σj , τj are 1-cycle in X that are disjoint out of the point
P0 and such that D = X \ {σj , τj} is simply connected.

Theorem 5.5 Let E be a special differential equation on X of mon-
odromy χ∗ ∈ H1(X, GL(n,C)) and let L be a special differential equation
of monodromy χ. Denote by A ∈ H1(X,C(χ∗)) (resp., C ∈ H1(X,C(χ)))
the corresponding cohomology class associated to E as in the previous re-
mark (resp., C). Moreover, denote by Aγ (resp., Cγ) a 1-cocycle repre-
senting A (resp., B) in the cohomology of groups.

Then

0 =
g∑

j=1

[C
t

τ χ̂(τj)−1Aσ − C
t

σ χ̂(τj)−1Aτ ] +

+
g∑

j=1

[C
t

τ χ̂(σjτj)−1(Aλ − χ̂(σj)−1Aλ)] −

−
g∑

j=1

[C
t

σ χ̂(τjσj)−1(Aλ − χ̂(τj)−1Aλ)] =

=
g∑

j=1

[C
t

σ−1
j

Aτj
− C

t

τ−1
j

Aσj
− C

t

(σjτj)−1A[σj ,τj ] + C [σj ,τj ]Aλj−1 ]

where λj = [σ1, τ1] . . . [σj , τj ] ∈ π1(X) and [σ, τ ] = [στσ−1τ−1].

Proof. One applies ([Gu1], Thm. 21, p. 153 and p.156) to express the
value of < A, C > in the duality between H1(X,C(χ∗)) and H1(X,C(χ)).
On the other hand, since E and L are special, then < A, C >= 0 accord-
ing to ([Gu1], Thm. 25, p. 176); in fact, let ψ ∈ H0(X, dM(χ∗)) (resp.,
ϕ ∈ H0(X, dM(χ))) be a representative of E (resp., L) via the isomor-
phism (5.2); one can consider H0(X, dM(χ∗)) and H0(X, dM(χ)) as a
subset of the cohomology H0(X̃,M⊕M) on the universal cover X̃ of X.
Locally on X, one denotes by

∫
ϕ a vector of n meromorphic functions

whose derivative is ϕ. Then < A, C >= 2πiR(ψt
∫

ϕ) = 0, where by R
we denote the total residue. 

Remark 5.6 The theorem can be extended to the case of Appell differ-
ential equations that can be interpreted as elements of H0(X, dM(χ∗))
(and H0(X, dM(χ)), using the equality < A, C >= 2πiR(ψt

∫
ϕ).



In ([Vi2], Art.3,4), Vitali characterizes special second order differential
equations via an orthogonality condition. The long exact sequence of
cohomology associated to the short exact sequence of sheaves:

0 → C(χ∗) → O(χ∗) d→ O(κ ⊗ χ∗) → 0, (5.4)

where d denotes the external derivative, gives an inclusion δ : H0(X,O(κ⊗
χ)/dH0(X,O(χ∗)) → H1(X,C(χ∗)).

To each element A ∈ H1(X,C(χ∗)), one associates a linear functional
ρ(A) : H0(X,O(κ⊗χ)/dH0(X,O(χ)) → C, defined as follows. Consider
a coordinate cover Uα of X (sufficiently fine) and choose C∞-sections
Fα ∈ H0(Uα, E(χ∗)) whose coboundary is a representative for A. Then,
one sets

ρ(A)(ϕ) =
∫

X

ϕt ∧ dFα

for each ϕ ∈ H0(X,O(κ ⊗ χ)/dH0(X,O(χ)).
According to Serre duality, an element A is in the image of δ if and

only if ρ(A) ≡ 0 ([Gu1], Thm.22, p.159). In particular, one has the
following:

Theorem 5.7 Let E be a special differential equation on X of mon-
odromy χ∗ ∈ H1(X, GL(n,C)) and let A ∈ H1(X,C(χ∗)) be the class
associated to E under the isomorphism (5.2). Then ρ(A) ≡ 0.

The condition in the theorem is also sufficient for A to come from
a special differential equation. Notice that testing ρ(A) on a basis of
H0(X,O(κ⊗ χ)/dH0(X,O(χ)) gives a list of (at most 2g) independents
conditions.
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