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Abstract - We prove a rigidity theorem which generalizes a result due to D. Burns
and G. Krantz (see [3]) for holomorphic self-maps in the unit disk of the complex
plane. Essentially, we found that some conditions on the (boundary) Schwarzian
derivative of a holomorphic self-map at specific points of the boundary of the disk
may be sufficient to conclude that the map is a completely determined rational map.

1. The aim of this paper is to investigate how rigid is the set of holomorphic
self-maps in the unit disk ∆ of the complex plane C| after imposing some con-
ditions on the boundary Schwarzian derivative. It is infact well known that the
Schwarzian derivative of a holomorphic self-map f carries a global information
on f : it vanishes identically if and only if f is a Moebius transformation.

The idea of considering the boundary Schwarzian derivative of a map f
naturally arises as soon as one tries to generalize the rigidity result established
in [3] in the following sense: consider a holomorphic self-map f of ∆ such that,
in a neighbourhood of 1 in ∆, its expansion is

f(z) = z +
1

2
f ′′(1)(z − 1)2 +

1

6
f ′′′(1)(z − 1)3 + o(z − 1)3;

then, after some calculations and by applying techniques similar to the ones
used in [3], it is easily seen that if Re(f ′′(1)) = 0 and Re(Sf(1)) = 0, f is
nothing but the parabolic automorphism given by

f(z) =
(2− ib)z + ib

(2 + ib)− ibz
,

where b = Im(f ′′(1)). It can be also written as

1 + f(z)

1− f(z)
=

1 + z

1− z
+ ib. (1)

Observe that, in the particular case when f ′′(1) = f ′′′(1) = 0, one finds out
just the result proved in [3], that is f ≡ Id∆.
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Assume now that for a holomorphic self-map f of ∆ the radial expansion in 1
is

f(z) = 1 + β1(z − 1) +
1

2
f ′′(1)(z − 1)2 +

1

6
f ′′′(1)(z − 1)3 + o(z − 1)3;

where β1 = f ′(1) is a positive real number. Set

a
def
=

Re(f ′′(1))− β1(β1 − 1)

β2
1

,

then 1
a+1

is, in some sense, the radius of curvature at 1 of the boundary of

f(∆). If a ≥ 0, consider the disk internally tangent to ∂∆ in 1 of radius 1
a+1

and assume that f(∆) is just contained in this disk. This condition obviously
holds when β1 = 1 and Re(f ′′(1)) = 0, that is when a = 0, because f(∆) ⊂ ∆
(as in the above-mentioned case of parabolic automorphisms). This geometric
property implies (see Theorem 2.6) that necessarily Im(Sf(1)) = 0 (which is
equivalent to saying that the point 1 is a vertex for the boundary of f(∆)).

Suppose furthermore that one knows that σ2, . . . , σN are N − 1 inverse
images of 1 such that for each of them the module of the radial limit βk =
|f ′(σk)| is finite; then we proved (see Theorem 2.6) that Re(Sf(1)) is less or
equal to the non-positive real number

−6β1

N∑
k=2

1

βk
· 1

|σk − 1|2
(2)

(if N = 1, this number is intended to be 0). More precisely, if Re(Sf(1))
reaches the upper bound (2) then f is the rational map given by

1 + f(z)

1− f(z)
=

1

β1

· 1 + z

1− z
+

N∑
k=2

1

βk
·σk + z

σk − z
+ a+ ib (3)

for z ∈ ∆, where b = Im
(

1+f(0)
1−f(0)

)
.

Therefore, the original rigidity result contained in [3] has been successively
extended from the identity, to the parabolic automorphisms (1), and finally to
the more general family of rational maps (3).

2. Let ∆
def
= {z ∈ C| : |z| < 1} be the open unit disk of C| whose boundary is

∂∆ = {z ∈ C| : |z| = 1} and let Hol(∆,∆) be the set of all holomorphic maps

from ∆ into itself. If H
def
= {w ∈ C| : Re(w) > 0} is the right half-plane of C|

then, for σ ∈ ∂∆, let ϕσ(z) = σ+z
σ−z be the biholomorphism of ∆ onto H with

inverse z = ϕ−1
σ (w) = σw−1

w+1
. Given σ ∈ ∂∆ and R > 0, the horocycle E(σ,R)

of center σ and (hyperbolic) radius R is the disk in ∆ of (euclidean) radius
R/(R + 1) tangent to ∂∆ in τ which is analytically defined as

E(σ,R) =

{
z ∈ ∆ :

|σ − z|2

1− |z|2
< R

}
,

2



with the convention that E(σ,+∞) = ∆.
For f ∈ Hol(∆,∆) and σ, τ ∈ ∂∆, we define βf (σ, τ) the following positive

real number

βf (σ, τ)
def
= sup

z∈∆

{
|τ − f(z)|2

1− |f(z)|2

/
|σ − z|2

1− |z|2

}
;

in other words, this means that for any R > 0

f(E(σ,R)) ⊂ E(τ, βf (σ, τ)R). (4)

For f ∈ Hol(∆,C| ), l ∈ Ĉ| is the non-tangential limit of f at σ ∈ ∂∆ if
f(z) tends to l as z tends to σ in ∆ within an angular sector of vertex σ and
opening less than π. We summarize this definition by writing

K-lim
z→σ

f(z) = l.

Moreover, if f(z) tends to l as z tends to σ in ∆ along the radius {rσ | r ∈
]0, 1[} connecting 0 to σ, we say that f has radial limit l at σ and we write

r-lim
z→σ

f(z) = l.

Clearly if l is the non-tangential limit of f at σ, it coincides with the radial
limit of f at σ.

We recall the Julia-Wolff-Carathéodory Theorem for f ∈ Hol(∆,∆):

Theorem 2.1 [1] Let f ∈ Hol(∆,∆) and σ, τ ∈ ∂∆. Then

K-lim
z→σ

τ − f(z)

σ − z
= τσβf (σ, τ).

If βf (σ, τ) is finite, then

K-lim
z→σ

f(z) = τ and K-lim
z→σ

f ′(z) = τσβf (σ, τ).

The Schwarzian derivative of a map f at a point z is defined as

Sf(z)
def
=
f ′′′(z)

f ′(z)
− 3

2

(
f ′′(z)

f ′(z)

)2

.

Suppose that I ⊂ IR is an interval and γ : I → C| is a C2 curve such that
γ′(t) 6= 0 ∀t ∈ I. Then (see, e.g., [5] or [6]) the (signed) euclidean curvature of
γ is given by

kγ(t) = Im

(
γ′′(t)

|γ′(t)|γ′(t)

)
.

and, if γ is C3, its variation is

dk(t)

dt
=

Im(Sγ(t))

|γ′(t)|
.

We recall that a point of a curve where the variation of the curvature vanishes
is called a vertex.
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Lemma 2.2 Let τ ∈ ∂∆; consider σ1, · · · , σN distinct points in ∂∆, and
β1, · · · , βN positive real numbers, then, for any a+ ib ∈ H, the map

T (z)
def
= ϕ−1

τ (
N∑
k=1

1

βk
ϕσk(z) + a+ ib) ∀z ∈ ∆,

is a rational map of order N such that, for j = 1, · · · , N,

T (σj)=τ, T
′(σj) = τσjβj,

T ′′(σj)=τσ
2
j

βj(βj − 1) + β2
j a+ iβ2

j (b−
N∑

k=1,k 6=j

1

βk
· 2Im(σkσj)

|σk − σj|2
)

 ,
Re(σ2

jST (σj))=−6βj
N∑

k=1,k 6=j

1

βk
· 1

|σk − σj|2
.

Moreover, T is a proper map such that T (∆) = E(τ, 1/a) and

Im(z2ST (z)) ≡ 0 ∀z ∈ ∂∆.

In particular, T is a Blaschke product if and only if a = 0.

Proof. We can assume that j = 1 and σ1 = τ = 1, otherwise we may replace
the map T with T̃ (z) = τT (σ1z)).

Then, there is a neighbourhood U ⊂ C| \ {σ2, · · · , σN} of the point 1 where
T is holomorphic and

P+(z)T (z)=P−(z) for all z ∈ U (5)

with

P±(z) =
1

β1

+
1− z
1 + z

·(Q(z)± 1) and Q(z) =
N∑
k=2

1

βk
· σk + z

σk − z
+ a+ ib.

It is easy to verify that

P±(1)=
1

β1

,

P ′±(1)=−1

2
(Q(1)± 1),

P ′′±(1)=
1

2
(Q(1)± 1)−

N∑
k=2

1

βk
· 2σk
(σk − 1)2

,

P ′′′± (1)=−3

4
(Q(1)± 1) +

N∑
k=2

1

βk
·
[

3σk
(σk − 1)2

− 6σk
(σk − 1)3

]
.
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Therefore, deriving both sides of equation (5), we can find the following rela-
tions

T (1)=
P−(1)

P+(1)
= 1,

T ′(1)=
P ′−(1)− P ′+(1)T (1)

P+(1)
= β1,

T ′′(1)=
P ′′−(1)− P ′′+(1)T (1)− 2P ′+(1)T ′(1)

P+(1)
= (−1 + (Q(1) + 1)β1)β1 =

=β1(β1 − 1) + β2
1a+ iβ2

1(b−
N∑
k=2

1

βk
· 2Im(σk)

|σk − 1|2
),

ST (1)=
P ′′′− (1)− P ′′′+ (1)T (1)− 3P ′′+(1)T ′(1)− 3P ′+(1)T ′′(1)

P+(1)T ′(1)
− 3

2

(
T ′′(1)

T ′(1)

)2

=

=
3

2
− 3

2
(Q(1) + 1)β1 + 3β1

N∑
k=2

1

βk
· 2σk
(σk − 1)2

+

+
3

2
(Q(1) + 1)(−1 + (Q(1) + 1)β1)β1 −

3

2
(−1 + (Q(1) + 1)β1)2 =

=−6β1

N∑
k=2

1

βk
· 1

|σk − 1|2
.

Finally T is holomorphic in a neighbourhood of ∆, and for z ∈ ∆ we have

1− |T (z)|2

|τ − T (z)|2
= Re

(
N∑
k=1

1

βk
ϕσk(z) + a+ ib

)
≥ a,

and equality holds if and only if z ∈ ∂∆ \ {σ1, · · · , σN}. This means that

T (∆) ⊂ E(τ, 1/a) and T (∂∆) ⊂ ∂E(τ, 1/a).

But since T is an open map in ∆, and ∆ is compact and connected

T (∆) = E(τ, 1/a) and T (∂∆) = ∂E(τ, 1/a),

so T is a proper map.
For t ∈ IR set γ(t) = T (eit). Since the curve T (∂∆) = ∂E(τ, 1/a) has

constant curvature 1− 1
a
, then for all t ∈ IR

0 =
dk(t)

dt
=

Im(Sγ(t))

|γ′(t)|
= −Im((eit)2ST (eit))

|T ′(eit)|
.

2

In the following theorem we prove an inequality which is a little bit more
general than the analogous one obtained in [4]. Furthermore, this result for
N = 1 and a = 0 is equivalent to (4).
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Theorem 2.3 Let f : ∆ → ∆ be a holomorphic map; take τ ∈ ∂∆ and
σ1, · · · , σN distinct points in ∂∆ such that 0 < βf (σk, τ) <∞ for k = 1, · · · , N .
Then

1− |f(z)|2

|τ − f(z)|2
≥

N∑
k=1

1

βf (σk, τ)
· 1− |z|2

|σk − z|2
+ a ∀z ∈ ∆. (6)

where

a = inf
z∈∆

{
1− |f(z)|2

|τ − f(z)|2

}
≥ 0.

Moreover, equality in (6) holds at some z0 ∈ ∆ (and then at any z ∈ ∆) if
and only if f coincides with the following rational map:

T (z)
def
= ϕ−1

τ (
N∑
k=1

1

βf (σk, τ)
·ϕσk(z) + a+ ib) ∀z ∈ ∆ (7)

where b = Im(ϕτ (f(0)).

Proof. Since, for σ ∈ ∆, Re(ϕσ(z)) = 1−|z|2
|σ−z|2 , the assertion is equivalent to

proving that the function

F (z)
def
= ϕτ (f(z))−

N∑
k=1

1

βf (σk, τ)
·ϕσk(z)− a

maps ∆ into H, that is Re(F (z)) ≥ 0 ∀z ∈ ∆.
To do this, we define - for n = 0, · · · , N - the maps{

F0(z) = ϕτ (f(z))− a
Fn(z) = Fn−1(z)− 1

βf (σn,τ)
·ϕσn(z)

.

and prove, by induction on n ∈ IN, that Re(Fn(z)) ≥ 0: the inequality (6)
follows just for n = N . If n = 0 it follows immediately from the definition of
a.

Assume that Re(Fn(z)) ≥ 0 for 0 ≤ n < N , then the map fn = ϕ−1
τ ◦ Fn

belongs to Hol(∆,∆) and

τ − fn(z)

σn+1 − z
=

1

τ − f(z)
· 2τ

Fn(z) + 1
· τ − f(z)

σn+1 − z
=

=
1

τ − f(z)
· 2τ

τ+f(z)
τ−f(z)

−
n∑
k=1

1
βf (σk,τ)

· σk+z
σk−z

− a+ 1
· τ − f(z)

σn+1 − z
.

Passing to the K-limits as z → σn+1 in both sides of the above equation, then
f(z)→ τ and, by applying Theorem 2.1 to the map f , we obtain

K- lim
z→σn+1

τ − fn(z)

σn+1 − z
= τσn+1βf (σn+1, τ) 6= 0. (8)
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Moreover fn(∆) ⊂ ∆, because, otherwise, by the maximum principle, fn ≡ τ
contradicting (8). Hence, once more from (8), by applying Theorem 2.1 to the
map fn, we have that βfn(σn+1, τ) = βf (σn+1, τ) and, from the definition of
βfn(σn+1, τ) we can conclude that

Re(Fn(z)) = Re(ϕτ (fn(z))) =
1− |fn(z)|2

|τ − fn(z)|2
≥ 1

βf (σn+1, τ)
· 1− |z|2

|σn+1 − z|2

that is, Re(Fn+1(z)) ≥ 0.
Assume now that there exists a point z0 ∈ ∆ such that the equality in (6)

holds, i.e. such that Re(FN(z0)) = 0. Then FN(z0) ∈ H and by the maximum
principle, FN ≡ ib for some b ∈ IR; since ϕσk(0) = 1 for k = 1, · · · , N then
b = Im(ϕτ (f(0)), that is f ≡ T . 2

Theorem 2.4 Let f, g ∈ Hol(∆,∆) and σ, τ ∈ ∂∆ be such that

r-lim
z→σ

f(z)− g(z)

(z − σ)3
= l (9)

for some l ∈ C| , and

1− |f(z)|2

|τ − f(z)|2
≥ 1− |g(z)|2

|τ − g(z)|2
∀z ∈ ∆. (10)

Then f ≡ g if and only if l = 0. Moreover, τσ3l is a non-positive real number.

Proof. If f ≡ g then obviously l = 0. Assume now that f and g are not
indentically equal. We define the holomorphic map h = −ϕ−1

τ (ϕτ ◦ f −ϕτ ◦ g),
which, from (10), maps ∆ into ∆. Then, by the maximum principle, if there
is a point z0 ∈ ∆ such that h(z0) ∈ ∂∆ then h is identically equal to a
constant and, from (10), since f and g have the same radial limits at σ, this
constant is −ϕ−1

τ (0) = τ , therefore f ≡ g. This contradicts our assumption,
so h ∈ Hol(∆,∆). Since f − g never vanishes,

h = −ϕ−1
τ (2τ

f − g
(τ − f)(τ − g)

) = τ
(τ − f)(τ − g)− 2τ(f − g)

(τ − f)(τ − g) + 2τ(f − g)
,

therefore for any z ∈ ∆

τ − h(z)

σ − z
= τ

−4τ f(z)−g(z)
(z−σ)3

τ−f(z)
σ−z

τ−g(z)
σ−z + 2τ(z − σ)f(z)−g(z)

(z−σ)3

.

Passing to the radial limits as z → σ in both sides of the above equation, by
(9) and by applying Theorem 2.1 to the maps f , g and h, we obtain that

τσβh(σ, τ) =
−4σ2l

βf (σ, τ)βg(σ, τ)
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which yields to

τσ3l = −1

4
βh(σ, τ)βf (σ, τ)βg(σ, τ) < 0.

2

The following corollary states the already recalled result proved by D. Burns
and S. Krantz in [3]; observe, furthermore, that neither Herglotz representation
nor Hopf’s Lemma are required and that only the radial approach is considered.

Corollary 2.5 Let f ∈ Hol(∆,∆) and σ ∈ ∂∆ be such that

r-lim
z→σ

f(z)− z
(z − σ)3

= 0. (11)

Then f ≡ Id∆.

Proof. First we observe that (11) corresponds to condition (9) of Theorem 2.4
for g = Id∆. Moreover, we have

σ − f(z)

σ − z
= 1− f(z)− z

(σ − z)3
· (σ − z)2;

then, taking the radial limit for z → σ, from (11) and by Theorem 2.1 it follows
that βf (σ, σ) = 1. Hence, from the definition of βf (σ, σ) also the condition (10)
of Theorem 2.4 is certainly fulfilled for g = Id∆. Therefore, by the previous
theorem, f ≡ Id∆.

2

Finally, the announced rigidity theorem.

Theorem 2.6 Let f : ∆ → ∆ be a holomorphic map; take τ ∈ ∂∆ and
σ1, · · · , σN distinct points in ∂∆ such that 0 < βf (σk, τ) <∞ for k = 1, · · · , N .
If, for some j ∈ {1, . . . , N}, there exist complex numbers f ′′(σj) and f ′′′(σj)
such that

r-lim
z→σj

f(z)− τ − f ′(σj)(z − σj)− 1
2
f ′′(σj)(z − σj)2 + 1

6
f ′′′(σj)(z − σj)3

(z − σj)3
= 0,

(12)
where f ′(σj) = τσjβf (σj, τ), and the following relation is satisfied

0 ≤ a
def
=

Re(σ2
j τf

′′(σj))− βf (σj, τ)(βf (σj, τ)− 1)

βf (σj, τ)2
≤ inf

z∈∆

{
1− |f(z)|2

|τ − f(z)|2

}
,

(13)
then

Im(σ2
jSf(σj)) = 0, (14)

Re(σ2
jSf(σj)) ≤ −6βf (σj, τ)

N∑
k=1,k 6=j

1

βf (σk, τ)
· 1

|σk − σj|2
. (15)
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Moreover, equality in (15) holds if and only if f is identically equal to the
rational map

T (z)
def
= ϕ−1

τ (
N∑
k=1

1

βf (σk, τ)
ϕσk(z) + a+ ib) ∀z ∈ ∆

where

b
def
=

Im(σ2
j τf

′′(σj))

βf (σj, τ)2
+

N∑
k=1,k 6=j

1

βf (σk, τ)
· 2Im(σkσj)

|σk − σj|2
. (16)

Proof. First of all, Theorem 2.3 and condition (13) imply that, for any b ∈ IR,

1− |f(z)|2

|τ − f(z)|2
≥

N∑
k=1

1

βf (σk, τ)
· 1− |z|2

|σk − z|2
+ a =

1− |T (z)|2

|τ − T (z)|2
. (17)

By Lemma 2.2, we already know that, for any b ∈ IR,

τ = T (σj) and f ′(σj) = τσjβf (σj, τ) = T ′(σj). (18)

From the definitions of a in (13) and b in (16), and by Lemma 2.2, we also
have

Re(σ2
j τf

′′(σj)) = βf (σj, τ) · (βf (σj, τ)− 1) + βf (σj, τ)2a = Re(σ2
j τT

′′(σj));

Im(σ2
j τf

′′(σj)) = βf (σj, τ)2(b−
N∑

k=1,k 6=j

1

βf (σk, τ)
· 2Im(σkσj)

|σk − σj|2
) = Im(σ2

j τT
′′(σj)),

so that
f ′′(σj) = T ′′(σj). (19)

Since T is analytic in a neighbourhood of σj, the equations (18) and (19)
together with the hypothesis (12) imply that

r-lim
z→σj

f(z)− T (z)

(z − σj)3
=

1

6
(f ′′′(σj)− T ′′′(σj)) def

= l. (20)

From (17) and (20), and by applying Theorem 2.4 for g = T we get that τσ3
j l

is a non-positive real number. Therefore, from the definition of Schwarzian
derivative, we have

τσ3
j l =

1

6
τσ3

j (f
′′′(σj)− T ′′′(σj)) =

1

6
βf (σj, τ)σ2

j (Sf(σj)− ST (σj)),

which, by Lemma 2.2, immediately yields to (14) and (15).
Furthermore, equality in (15) holds if and only if l = 0, and, again by

Theorem 2.4, we can conclude that f ≡ T . 2
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Remark 2.7 It is worth making some comments on condition (13) of the
previous theorem.

i) First we give a geometric interpretation of condition (13). For r ∈]0, 1[
and t ∈] − π, π] set γr(t) = f(rσje

it). Since the K-limit f ′(σj) 6= 0, there is a
r0 ∈]0, 1[ such that for any r ∈]r0, 1[ there exists a neighbourhood Vr of 0 in
] − π, π] such that γ′r(t) 6= 0 for all t ∈ Vr. So we can compute the following
limit

kτ
def
= lim

r→1
kγr(0) = Im

(
−σ2

j f
′′(σj)− σjf ′(σj)

|f ′(σj)|iσjf ′(σj)

)
=

Re(τσ2
j f
′′(σj)) + β(σj, τ)

β(σj, τ)2
.

The real number kτ can be regarded as the curvature at τ of the boundary of
f(∆). Hence, the corresponding hyperbolic curvature Kτ is easily calculated
as

Kτ
def
= kτ − 1 =

Re(σ2
j τf

′′(σj))− βf (σj, τ)(βf (σj, τ)− 1)

βf (σj, τ)2
= a.

On the other hand, the non-negative real number

inf
z∈∆

{
1− |f(z)|2

|τ − f(z)|2

}
is the hyperbolic curvature of the smallest horocycle centered at τ which con-
tains f(∆). Therefore the condition (13) says that the horocycle E(τ, 1

Kτ
),

which, in some sense, better describes locally at τ the boundary of f(∆),
contains f(∆).

ii) If we assume that the map f ∈ Hol(∆,∆) is also C2 at the point σj ∈ ∂∆
then there is a neighbourhood U of 1 such that

0 ≤
Re(σ2

j τf
′′(σj))− βf (σj, τ)(βf (σj, τ)− 1)

βf (σj, τ)2
= inf

z∈∆∩U

{
1− |f(z)|2

|τ − f(z)|2

}
. (21)

Infact, taking τ = σj = 1, the expansion of f at the point 1 is

f(z) = 1 + β(z − 1) +
1

2
f ′′(1)(z − 1)2 + γ(z) with lim

z→1

γ(z)

(z − 1)2
= 0

where β = βf (σj, τ). After conjugating the map f in the half-plane H by
putting Φ = ϕ1 ◦ f ◦ ϕ−1

1 , we have

2

1 + Φ(w)
= β · 2

1 + w
− f ′′(1) · 2

(1 + w)2
− γ(ϕ−1

1 (w)),

and, setting Γ(w) = 1
2
γ(ϕ−1

1 (w))(1 + w)2, which tends to zero as w →∞, the
previous equation can be written for w = x+ iy ∈ H as

Φ(w) =
w2 + (2− β)w + 1− β + f ′′(1) + Γ(w)

βw + β − f ′′(1)− Γ(w)
=

=
x2 − y2 + (2− β)x+ 1− β + i(2xy + (2− β)y) + f ′′(1) + Γ(w)

βx+ β + iβy − f ′′(1)− Γ(w)
.
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Hence, after some little manipulations, we obtain that

Re(Φ(w)) =
x3 + y2(x+ 1 + 1

β
Re(f ′′(1))− β)

β(x2 + y2)
+O(w), (22)

where O(w) tends to zero as w →∞.
Since f(∆) ⊂ ∆, Re(w) > 0 for any w ∈ H. Assume that {zn}n∈IN is a

sequence in ∆ which tends to 1 tangentially in (22), and set wn = xn + iyn =
ϕ1(zn). Then |yn| → ∞, xn is positive and bounded and

lim inf
n→+∞

Re(Φ(wn)) =
1

β
(lim inf
n→+∞

xn + 1 +
1

β
Re(f ′′(1))− β) ≥ 0.

Therefore, when we impose that xn → 0+, we get

lim
n→+∞

Re(Φ(wn)) =
Re(f ′′(1))− β(β − 1)

β2
≥ 0. (23)

and we have just proved the inequality in (21).
Moreover, if z approaches 1 non-tangentially, that is if x → ∞, then, by

(22), Re(Φ(w))→∞ and we can conclude that there exists a neighbourhood
U of 1 where

Re(f ′′(1))− β(β − 1)

β2
≤ Re(Φ(w)) =

1− |f(z)|2

|τ − f(z)|2
∀z ∈ ∆ ∩ U.

So, remembering (23), also the equality in (21) is proved.
Condition (21) is strictly weaker than condition (13) because of the follow-

ing example:

f(z) = z +
1

2
(z − 1)2 +

1

4
(z − 1)3 ∀z ∈ ∆.

Infact, one can prove that f ∈ Hol(∆,∆) and that f is C2 at 1; moreover

f(1) = f ′(1) = f ′′(1) = 1 and then a = 1, whereas inf
z∈∆

{
1−|f(z)|2
|1−f(z)|2

}
= 0 since

f has another fixed point on the boundary ∂∆, namely −1. Nevertheless one
has that Sf(1) = 0.

iii) Notice that in [2], always assuming for f the regularity C2 at σj, a
particular case of the inequality (21), precisely when βf (σj, τ) = 1, appears at
p. 52. Moreover if Re(σ2

j τf
′′(σj)) = 0, at p. 67, it is proved that

Im(σ2
jSf(σj)) = 0 and Re(σ2

jSf(σj)) ≤ 0

which are certainly implied by (14) and (15).

11



References

[1] M. Abate, Iteration theory of holomorphic mappings on taut manifolds,
Mediterranean Press, Rende, 1989.

[2] P. S. Bourdon and J. H. Shapiro, Cyclic Phenomena for Composition Op-
erators, Memoirs of the A. M. S. n. 596., Providence, 1997.

[3] D. M. Burns and S. G. Krantz, Rigidity of holomorphic mappings and a
new Schwarz lemma at the boundary, J. American Math. Soc., 7 (1994),
661-676.

[4] C. Cowen and Ch. Pommerenke, Inequalities for the angular derivative of
an analytic function in the unit disk, J. London Math. Soc., 26 (1982),
271-289.

[5] D. Minda, The Schwarzian derivative and univalence criteria, Contempo-
rary Mathematics, 38 (1985), 43-52.

[6] Ch. Pommerenke, Boundary Behaviour of Conformal Maps, Springer-
Verlag, Berlin Heidelberg, 1992.

Roberto Tauraso
Dipartimento di Matematica “Ulisse Dini”
Viale Morgagni 67/a, 50134 Firenze, Italy
E-mail: tauraso@bibsns.sns.it

Fabio Vlacci
Dipartimento di Matematica “Ulisse Dini”
Viale Morgagni 67/a, 50134 Firenze, Italy
E-mail: vlacci@udini.math.unifi.it

12


