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Abstract

One of the hottest challenges in the digital government
arena is the capability of providing good quality services
to citizens. The critical issue is that for a given service
a citizen usually interacts with a single provider, even if
service supply and management requires coordination and
cooperation among many autonomous organizations. This
means that a single user request spreads in the underlying
distributed information system and activates a number of
information flows among organizations involved, with var-
ious roles and responsibility, in service provision. A main
issue is how what is going on in the distributed system can
be objectively monitored so that the service provider can (i)
understand and manage problems in the overall service sup-
ply process and (ii) certify quality of provided service. What
makes this scenario especially complex is that, beyond tech-
nical aspects, any solution that wants to be successful has
to comply with requirements of independence and autonomy
of the various organizations involved. In this paper we dis-
cuss how we tackled and solved this issue in real-world sys-
tems defined for the Italian Public Administration and we
argue that our solution can provide a reference architecture
to deal with this kind of problems.

Keywords: digital government support, inter-
organizational e-service certification, actual performance
monitoring, application interoperability and cooperation.

1 Introduction

The management of digital government services has
opened a new type of network service monitoring prob-
lems. In fact, these services are usually provided to citizens

through a single access point, but very often a service of this
kind requires the coordination of and cooperation among
many autonomous organizations. Hence the architectural
and technological operating scenario is very complex [14],
since the various public administrations (PAs) and agencies
that are involved in a single service are autonomously and
independently managed [9, 20]. An IT infrastructure sup-
porting e-government services has therefore to allow effi-
cient monitoring of service execution without being intru-
sive with respect to IT solutions existing in the involved or-
ganizations. This means to be able to check and to certify
the status of progress of the distributed transaction(s) acti-
vated by requests to an e-government service while treating
various legacy IT components of involved organizations as
black boxes.

These specific organizational characteristics of digital
government services require, from the network traffic mon-
itoring viewpoint, a new kind of application level measure-
ment techniques. In fact, traditional approaches in this area
have focused on web servers [17] or content distribution
networks [22] performance measurements. For our pur-
poses, instead, we need to measure and to certify actual
performance of service flows which spread in the network
in consequence of an end-user’s request. To obtain precise
measurements, it is then needed to record the actual be-
haviour in the network of IP packets corresponding to ser-
vice flows. To the best of our knowledge no solution for the
problem of actual performance measurement of distributed
e-services has been proposed in the literature.
Emphasis on actual performance measurements ver-

sus performance estimation, where sophisticate techniques
have been proposed for accounting and billing [13, 15],
stems from the fact that in the digital government service
framework very often a legal value is attached to informa-
tion exchanged, and in these cases it is not possible to use
an estimation based approach. The same motivations pre-
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vent the use of flow statistics like those being provided by
Cisco NetFlow [11].
Also, from the (higher level) viewpoint of the application

services, only recently in the Data Base [12, 25, 26] and in
the Software Engineering [18, 24, 27] research communities
this problem is receiving specific attention.

In this paper we address this issue, by discussing how
to monitor, measure and certify actual performance of a
cooperative service provided to end-users in a network
(e-service, for short) by means of the interaction of au-
tonomous and independent organizations in a digital gov-
ernment framework.
Our solution has been tested and refined while working

in the wider context of the definition of the architecture of
an IT-based system allowing: (i) to ensure that exchanged
data is kept coherent in the different PA organizations, even
under updates, (ii) to control and certify the exchange of
information between independent PA organizations, each
with its own hardware and software systems, and its dif-
ferent organizational procedures. We addressed these two
points in [2, 6], and in [7, 8], respectively, proposing so-
lutions deriving from on-the-field experience gained while
realizing real-world systems [3, 4, 5] for the italian Public
Administration.

This paper is structured as follows. In section 2 we pro-
vide a general description of the operating scenario, while
the system architecture of reference is presented in sec-
tion 3. Subsequently, section 4 discusses how network ser-
vice performance monitoring and organizational constraints
interact in our scenario. Following section 5, where we
present and explain our architectural solution and compare
it with existing approaches, we discuss in section 6 exam-
ples of network service performance measurement and cer-
tification in a real-world system. Finally, section 7 con-
cludes the paper.

2 General Description

In our framework, a single e-service request is made up
by a single query from the end-user and the corresponding
answer from the provider.
A single end-user request reaching the site of the

provider activates, in general, a series of further requests
towards other sites which contribute parts of the overall ser-
vice supplied by the provider. These other sites, in turn,
can send other request towards further sites and so on, and
a potentially complex information thread spreads over the
network.
When supplying to end-users an e-service made up by

parts furnished by autonomous and independent organiza-
tions the service provider facing end-users has therefore a

main problem: how to measure and to certify, with respect
to requests issued for the given e-service, performance of
the distributed system made up by the collection of infor-
mation (sub)systems of participating suppliers and the com-
munication subsystem interconnecting them.
Moreover, participating organizations usually run their

base services using legacy systems, developed since long
time according to completely independent strategies, direc-
tions, and technologies.
The difficulty in overall performance measurement and

certification lies then in the fact that what is required is the
capability to identify actual performance for each single in-
formation thread activated by an end-user request.

From a physical point of view such a thread is made up
by a large number of IP packets travelling according to rout-
ing strategies and current traffic distribution load (both out-
side the control of the provider). Any measurement regard-
ing the traffic of IP packets is completely useless in the view
of providing the specific information the provider needs.
Even aggregating, at each participating node, traffic mea-
surements regarding all IP packets related to a same request
does not provide useful information to the provider.
The reason is that in such a way measurements are not

correlated to the information threads activated by the end-
user requests. What is important to know for the service
provider is how goodwas the performance of the distributed
system for each end-user request, that is for each informa-
tion flow activated by a request, and then to aggregate this
information over all end-user requests to get an overall cer-
tified measurement of the provided quality of service.

Clearly the problem here is also of organizational nature,
since from a purely technical point of view one could im-
plement a single communication management system en-
compassing all the involved systems and give to such a sys-
tem the task of carrying out such measurements. This is
certainly technically feasible. The organizational problem
is that such a system would give to anybody controlling it
an explicit control over the involved organizations, and this
clearly is not feasible in the scenario of autonomous inde-
pendent organizations we are considering.
Therefore a mechanism is needed than can be reliably

managed by a third party and is, at the same time, able to
carry out this measure in a certified (i.e., reliable and objec-
tive) manner by reconstructing information threads of each
request without being intrusive with respect to the informa-
tion systems of the involved organizations.
Also, note that for an IT infrastructure supporting e-

services to work efficiently, basic functions like perfor-
mance measurement and certification have to be indepen-
dent and abstracted from the actual e-service invoked or ex-
ecuted.
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3 Reference Architecture

The reference architecture for our discussion about net-
work service performance measurement in digital govern-
ment infrastructures is clearly a distributed one. This is
compliant with more recent trends and requirements in Pub-
lic Administrations and e-government actions where deci-
sion capabilities are increasingly and increasingly being de-
centralized and put at the appropriate local level. A number
of external services are attached to the Public Administra-
tion intranet but are not directly accessible to clients. For
this purpose a client has to access the web-site of the e-
service provider through which external services are then
made available. See[8] for more details on the reference
architecture.

In a typical example of a service request an end-user con-
nects to the web server of an e-service provider through a
web client, asks for a specific service and sends needed pa-
rameters.

Within the provider’s site the end-user request is for-
warded to an application server and here, in general, it is
decomposed in a set of further requests to external services
to get required pieces of information or to carry out required
checks.

For example, a service provider supplying tax informa-
tion with respect to a given apartment may have first to
check with the Personal Data Registry Service of a given
Municipality whether personal data of the end-user are cor-
rect, then to ask to the Tax Service of a (possibly different)
Municipality which are the current taxation levels for the
apartment, and finally to verify with theMinistry of Finance
which are the end-user information rightswith respect to the
property of the apartment itself.

Under some circumstances the first and/or the second
checks might be skipped. In this example, then, a generic
end-user’s service request may activate different kinds of
threads. This is true in general for digital government e-
services: a same kind of request to the end-user access point
may activate different threads depending on values of input
parameters. The main consequence of this fact is that, from
the viewpoint of performance measurement, reliable values
can be obtained only through actual performance measure-
ment, since the use of estimation techniques appears to be,
given the organizational constraints, highly difficult and un-
able to provide accurate measures. Still, on top of these
difficulties, one has to take into account that, as recalled
in the introduction, the legal value attached to information
exchanged in digital government e-services mandates the
record of actual performance.

4 Performance monitoring and organiza-
tional problems

The problem of e-services monitoring could either be
handled by an independent trusted layer or by designing a
system that directly takes into account the problem. Appar-
ently this latter solution, designing a communication system
that both handles transactions and keeps track of all trans-
action details, is a better one. Note, however, that this is not
always possible or practical. For instance, data communi-
cation can be provided by a legacy system that is difficult
to substitute or modify. More difficult problems arise in the
scenario we are considering of organizations cooperating to
provide an e-service:

� organizations may have different data communication
and service implementation solutions, and may be un-
able to agree on a common standard;

� organizations may have different strategies on security
and privacy;

� organizations may handle similar data in different
ways, but there is the need to correlate these data.

If any problem occurs, an obvious approach is to cor-
relate all log files and other information sources in the in-
volved organizations, and then to understand and manage
the overall problem. This clearly requires a higher organi-
zational level with respect to those involved in the service.
When an e-service is implemented through the cooperation
of autonomous and independent organizations it is impossi-
ble to define a unique point responsible for the monitoring
and handling of all events arising from the correlation of the
log files.
In fact, such an approach would imply the involved or-

ganizations should disclose the internal details in their log
files: this is not possible due to leadership and privacy prob-
lems.

Then the challenge is the definition of an architecture al-
lowing to carry out performance measurement according to
the approach described in section 3 but taking into account
organizational issue here discussed.

The main technical difficulty for performance monitor-
ing and certification purposes in our context is that all e-
services involved are, from the viewpoint of the monitoring
process, like black boxes and cannot be internally changed.
Our approach is then based on active tracing. Active tracing
consists in scanning in real time all outgoing and incoming
inter-organizational transactions and extracting all and only
the information needed for monitoring and certifying ser-
vice performance.
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But input and output flows of IT services taken as black
boxes are nothing more than sequences of IP packets.
Then the challenge is to be able to understand, by only

checking packets flowing through various points over the
intranet, what is going on with respect to a specific service.
Note that even if we are dealing, in these digital government
cases, with the PA intranet, in general all sort of packets can
be found. So the goal is to be able:

� at specific points, to collect all packets corresponding
to specific application and information flows related to
a specific service,

� to reverse engineer streams of packets so to reconstruct
application level messages passed through monitored
points,

� to correlate what has been identified at those specific
points so that it can be understood which is the status
of the overall distributed transaction,

� to check whether application threads corresponding to
a given service request are compliant with application
rules defined by the e-service provider and, if not, to
understand where and when problems occurred.

This approach clearly requires algorithms for packet classi-
fication with very high efficiency, for avoiding a too large
slowdown in the interaction among the basic components.
We have a very good algorithm solving this problem, which
is able to perform the task in real-time by using a highly ef-
ficient algorithmic technique [23], originally developed for
secondary memory searching and usable as well for packet
classification purposes. See[8] for further details on the re-
construction of application flow from TCP/IP packets.

5 The architectural solution

Our architectural solution1 is therefore based on network
probes. They operate at each site involved in service pro-
vision and, once properly set-up, monitor all and only that
traffic, flowing between them and the communication net-
work, for which they have been explicitly configured. Note
that, of course, configuration of network probes directly de-
rives from agreements formally established between orga-
nizations involved in the exchange of services.
Network probes are devices featuring high security lev-

els, such as absence of terminal devices to access inter-
nal resources (e.g., keyboard, mouse, screen, . . . ), uninter-
ruptable power supply, software components for automatic
faults check, diagnosis and alert. Their action is very effi-
cient and neither disturb nor slow down operations of the
communication layers. They are physically placed on net-
work links directly leading to or coming from participating
nodes.

1Patented, 1997.

Probes are able to detect all IP packets passing on the
portion of the network they are controlling, to efficiently
identify all those related to application services for which
they have been configured, and to select only those refer-
ring to specific kinds of transactions. From these IP pack-
ets, probes in fact reconstruct the individualmessages of the
application threads relative to services they have to monitor,
then they extract suitable data items able to certify and to
document information passed through the link under their
surveillance. Reconstruction of the specific messages ex-
changed at the application level between the monitored ser-
vice(s) and its enduser(s) is done by reverse engineering the
data flow of IP packets first to the TCP level and then to
the application level, as explained at the end of the previous
section.

Note that probes neither have to collect and process all
data passing on the network link they are monitoring, nor
have to reconstruct exchanged flows for all servers on the
network. They are configured for specific services and pro-
cess just IP packets referring to them. Hence this approach
is fully scalable without performance degradation.

Synthetic information items filtered out by network
probes, as result of their real-time analysis of IP packets
according to their configuration parameters, are sent to a
central probes controller. This processes all received infor-
mation items and establishes correlation among those refer-
ring to the same service flow. Note that with this approach
network traffic overhead is very low since only synthetic
elements, at the application level of the communication,
and only those relative to the service for which the probe
has been configured, are sent back to the probes controller.
The probes controller is then able to aggregate information
items referring to the execution of a given service. Probes
also compute, on the payload part of packets, a suitably de-
fined hash function, whose outcome is sent, together with
other information, to the probes controller. In such a way
the controller is able to check also the correct exchange of
payload data between provider and end-users, hence to pro-
vide a certification of the integrity of exchanged data or to
establish when and where an error, if any, has occurred.

An important aspect of this solution based on network
probes is that it allows the service monitoring and certifi-
cation process to be allocated, if desired, to a third-party,
independent from both the servers and the clients involved
in the exchange of e-services. Note that this does not mean
to send externally all IP packets of PA since the third party
is anyhow within the PA’s intranet. But with this choice the
technical leverage point to enact, control, and enforce reg-
ulation policies for e-government services is obtained. ‘If’,
‘when’, and ‘what’ are of course issues of competence of
higher-level policy makers, but it is important to stress that
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this technical solution is transparent with respect to the in-
ner structure and operation of the involved providers. Hence
it does not incur the risk of being unusable in practice due
to technical mismatches and difficulties.

It is worthmentioning here themain differences between
our approach and one leading system for evaluation of per-
formances of an e-service, the Keynote [10] system, as it
represents quite well the overall trend in performance eval-
uation over the Internet. The Keynote system provides a
commercial service which makes it possible to estimate the
end-user perceived performance of a web site by using up
to 50 software agents which issue HTTP requests to the
monitored web site at regular time intervals. Measurement
agents run at different geographical locations according to
a distribution which reflects the real distribution of Internet
users.
The system provides the service subscriber with a sta-

tistical summary [21] of web site availability and perfor-
mance.
In general, in PA transactions we must be able not only

to detect the compliance of performance parameters with
the contractual ones, but also to exactly determine the er-
rors and possibly activate recovery procedures to properly
close the transaction. For instance, if an error occurs during
a transaction related to some update in the central Cadas-
tral database, one must be able to determine the cause of
the error at least to a sub-service level, so that the involved
organization can correct the error cause. Hence, one has to
monitor all critical transactions and certify their actual be-
haviour: this is our approach and we store in a central repos-
itory the core information of each transaction under surveil-
lance. Capturing all these data and sending them to the cen-
tralized repository does not cause a significant penalty on
the network capacity, since all the information not needed
to identify and correlate the transaction are stripped out be-
fore sending the data. The Keynote system, on the contrary,
monitors only a subset of the transactions over a given pe-
riod of time for statistical analysis purposes. It is worth
to stress again that for the certification purposes that are
mandatory in a digital government framework, a statistical
approach to performance monitoring is not suited.
When dealing with complex distributed applications co-

operating in a global transaction, we are not only interested
in certifying the performance parameters on the perceived
user application entry point, but also inmonitoring the same
parameters with respect to the internal communications of
the involved sub-services. Hence, we have network probes
on all service providers access points and all interconnec-
tions among involved organizations; we also have software
network probes (i.e., implementation of the network probe
functions as software programs) on all clients. This allows
us to capture all the existing transaction information with

high granularity, also for statistical purposes. On the other
side, the Keynote system is able to monitor a set of single
end-user requests, with no knowledge about the interaction
with third-party systems generated by each request. More-
over, it does not capture real transaction data; instead, it
mimics real transactions for testing purposes only.
Finally, since we basically monitor all transactions, we

do not need any statistical inference tool and this is clearly
an advantage.

6 A real-world example of e-service perfor-
mance measurement and certification

Here we discuss the actual results of e-service perfor-
mance measurement and certificationfor a real-world spe-
cific service. In particular, we present how the italian Min-
istry of Agricultural and Forestal Policies measures and cer-
tifies e-service performances in SIM (“Sistema Informativo
della Montagna”), a real-world system we have realized ac-
cording to the architecture previously described. SIM is a
distributed system providing e-government services to peo-
ple living in mountain areas [5].
SIM acts as a mediator between citizens living in those

areas and IT-based services in the fields of cadaster, labour
and pension, public registry of personal data. Its design
started in 1998 and the overall financial effort has been, un-
til now, of about 52 million euros (roughly 47 million US
dollars). Nowadays it is currently being used as a fully
operational system in about one thousand operating cen-
ters, all over Italy, serving more than 10 million inhabitants,
more than 4000 of the about 8000 municipalities and cov-
ering more than 54% of the italian territory. Its extension to
the whole country is currently under implementation. It is
worth stressing that since the SIM and the others Italian PA
systems currently based on the network probes architecture
described in the previous section are able to handle several
millions of complex transactions per year in thousands of
physically distinct service centers distributed all over ital-
ian territory, the architecture has obviously been proved to
be fully scalable.

SIM is structured around Service Centers, providing ser-
vices to end users, coordinated by various Regional Cen-
ters and a National Center. Some of the services provided
by SIM are managed internally, some others (e.g., cadas-
tral services, public registry of personal data, . . . ) are made
available through SIM by other agencies. A national Man-
aging Agency is in charge of the overall control, coordina-
tion and certification activities regarding SIM.
In the reported figures you can see actual performance

results obtained by means of the architectural solution de-
scribed above. Note that the long response times for
some services are due to the fact that each transaction in-
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Figure 1. Distribution of the average answer time of the cadastral services accessible through SIM.

volves several different sub-transactions, possibly with dif-
ferent Public Administrations. For instance, each cadas-
tral transaction involves an access to the cadastral web ser-
vice, which then connects to the central cadastral service
provider, that finally routes the request to the peripheric
cadastral service provider in charge of the requested infor-
mation.

More precisely in figure 1 the hourly distribution of the
average answer time (in seconds) of cadastral services pro-
vided through SIM is shown. This is the average time
elapsed between a request issued by the SIM National Ser-
vice Center to the cadastral system and its answer.

In figure 2 the hourly distribution of the average time (in
seconds) spent by end-users to obtain answers from SIM
(upper graph), and its partition among SIM processing time
(center graph) and the overall time needed for all network
communication (bottom graph) is shown.

In figure 3 the average processing time (in seconds)
needed to SIM to process queries for nine different sub-
services provided by SIM is shown. Histograms in white
refers to the 11:00-12:00 time band, while those in black
refers to the 12:00-13:00 one.

7 Conclusions

In this paper we have considered network service per-
formance measurement and certification issues arising in
the Information Technology infrastructure supporting dig-
ital government services.
Performance measurement and certificationof e-services

is a critical activity for any integrated network service, but
is of the utmost importance for e-government since usually
these services are realized through the cooperation of au-
tonomous and independent organizations.

We have presented a solution allowing to efficiently and
effectively deal with these issues. It also provides the tech-
nical platform for constructing control policies, if these are
deemed necessary. Our solution directly derives from suc-
cessful experiences in the development of a number of real-
world systems [2, 4, 5]. We have shown, by presenting ex-
amples of performance measurements and certification of a
real world large scale systems (namely, SIM) that our solu-
tion is both effective and scalable.

Our approach requires a careful modification to be
used in the case of public network, like Internet, and in
the newest distributed computing infrastructures, like the
GRID [16]. In fact, very often in this case services are pro-
vided on top of a secure communication layer (e.g., SSL).
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Figure 2. Distribution of the average enduser waiting time (upper) for SIM services and its partition
between processing (center) and network (lower) time.

The architecture here described can still be a conceptual ref-
erence, but different technical solutions have to be imple-
mented for the probes.
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