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This book provides a detailed description of a comprehensive set of languages for modeling reactive systems. The approach is dominated by the language of Statecharts, which is used to describe behavior, combined with Activity-charts, which are used for describing the system's activities (i.e., its functional building blocks, capabilities, and objects) and the data that flows between them. These two languages are used to develop a conceptual model of the system, which can be combined with the system's physical, or structural, model described in our third language, Module-charts. These three languages are highly diagrammatic in nature, constituting full-fledged visual formalisms, complete with rigorous semantics. They are accompanied by a Data Dictionary for specifying additional parts of the model that are textual in nature.

The approach described here lies at the heart of the STATEMATE system, which the authors have helped design and build at I-Logix, Inc. since 1984. STATEMATE is most beneficial in requirements analysis, specification, and high-level design. In addition to supporting the modeling effort using the aforementioned language set, STATEMATE provides powerful tools for inspecting and analyzing the resulting models, via model execution, dynamic testing, and code synthesis.

This book discusses the modeling languages in detail, with an emphasis on the language of Statecharts, because it is the most important and intricate language in the set and the most novel. Statecharts are used to specify the behavior of activities, whether they represent functions in a functional decomposition or objects in an object decomposition. We describe the syntax in a precise and complete manner and discuss the semantics in a way that is intended to render the model's behavior clear and intuitive. Our presentation is illustrated extensively with examples, most of which come from a single sample model of an early warning system (EWS). Appendix B provides a summarized description of this model.
Whenever possible, we have tried to explain our motivation in including the various features of the languages. We also provide hints and guidelines on such methodological issues as decomposition criteria and the order in which charts are to be developed.

While we do provide a brief description of the STATEMATE system in Sec. 1.4, this book is not intended to be a user manual for it but, rather, a definitive description of its languages and a guide to their use. For more on STATEMATE's capabilities, we refer the reader to the documentation supplied by I-Logix, Inc.

This book should be of interest to a wide variety of systems developers (both in software and hardware) and to teachers and students of software and hardware engineering.
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This chapter describes the role of models in a system development life cycle and characterizes reactive systems, the ones for which the languages of this book are particularly suited. It then introduces the early warning system (EWS), a reactive system that we shall use as a running example throughout the book. It also presents an overview of the modeling languages and a brief description of the STATEMATE toolset, which was built around the language of Statecharts and which supports the modeling process and provides means for executing and analyzing the models, synthesizing code from them, and more.

1.1 System Development and Methodologies

We first describe the background for our work and the context in which our modeling languages fit.

1.1.1 Specification in a system life cycle

It is common practice to identify several phases in the development life cycle of a system, each of which involves certain processes and tasks that have to be carried out by the development team. The main phases of the classic waterfall model (Royce 1970) are requirements analysis, and specification, design, implementation, testing, and maintenance. Over the past 20 years, many variations of this model were proposed, as well as quite different approaches to the life cycle (Dorfman and Thayer 1990b). Some center around prototyping, incremental development, reusable software, or automated synthesis.

Most proposals for system development life cycle patterns contain a requirements analysis phase. Correcting specification errors and misconceptions that are discovered during later stages of the system's life
cycle is extremely expensive, so it is commonly agreed that thorough comprehension of the system and its behavior should be carried out as early as possible. Special languages are therefore used in the requirements analysis phase to specify a model of the system, and special techniques are used to analyze it extensively. As described later, we advocate various kinds of analyses, including model execution and code synthesis. In this book, we shall use the terms model and specification interchangeably.

The availability of a good model is important for all participants in the system’s development. If a clear and executable model is constructed early on, customers and subcontractors, for example, can become acquainted with it, and can approve of the functionality and behavior of the system before investing heavily in the implementation stages. Creating precise and detailed models is also in the best interest of the system’s designers and testers. Clearly, the specification team itself uses modeling as the main medium for expressing ideas and exploits the resulting models in analyzing the feasibility of the specification. Chapter 16 contains more about the ways our models can be used for later stages of development.

1.1.2 Development methodologies and supporting tools

A term commonly used in connection with the development process is methodology. A methodology provides guidelines for performing the processes that comprise the various phases. Concentrating on the modeling and analysis phase, we may say that a methodology consists of the following components:

- The methodology’s underlying approach and the concepts it uses, that is, the terms and notions used to capture the conceptual construct of the system and to analyze it.

- The notation used, that is, the modeling languages with their syntax and semantics. Sometimes these contain constructs that are sufficiently generic to be relevant to several different concepts of the underlying approach.

- The process prescribed by the methodology, that is, which activities have to be carried out to apply the methodology and in what order, how does the work progress from one activity to the next, and what are the intermediate outputs or products of each. The methodology usually also provides heuristics for making the process more beneficial.

- The computerized tools that can be used to help in the process.

This book is mainly about notation, in that it describes a set of modeling languages and illustrates their use. However, it also describes
several concepts and notions that underly a number of development methodologies. Thus, while our approach to modeling and analysis is not necessarily connected to any particular methodology, it is more compatible with some methodologies than with others (just as flexible programming languages can be used with very different program design and implementation methods but might be more fitting for some specific ones). In particular, our approach can be used smoothly with variants of Structured Analysis (DeMarco 1978; Military Standard 1988) as well as with other methodologies, such as object-oriented analysis. Moreover, although the book does not get into the details of any particular methodological process, we do describe the STATEMATE set of tools (from I-Logix, Inc.) later in the chapter. STATEMATE can be used in conjunction with several relevant methodologies to apply our modeling and analysis approach, and implements all features of the languages described in the book.

1.2 Modeling Reactive Systems

As explained above, the heart of the specification stage is the construction of the system model. In this section we discuss the overall nature and structure of models, thus preparing for the subject matter of the book, which involves the modeling languages themselves. However, we should first say something about the kinds of systems we are interested in.

1.2.1 The nature of reactive systems

Our modeling approach, particularly the Statecharts language, is especially effective for reactive systems (Harel and Pnueli 1985; Manna and Pnueli 1992), the behavior of which can be very complex, causing the specification problem to be notoriously elusive and error-prone. Most real-time systems, for example, are reactive in nature.

A typical reactive system exhibits the following distinctive characteristics:

- It continuously interacts with its environment, using inputs and outputs that are either continuous in time or discrete. The inputs and outputs are often asynchronous, meaning that they may arrive or change values unpredictably at any point in time.¹

¹This should be contrasted with transformational systems, in which the timing of the inputs and outputs is much more predictable. A transformational system repeatedly waits for all its inputs to arrive, carries out some processing, and outputs the results when the processing is done.
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- It must be able to respond to interrupts, that is, high-priority events, even when it is busy doing something else.
- Its operation and reaction to inputs often reflects stringent time requirements.
- It has many possible operational scenarios, depending on the current mode of operation and the current values of its data as well as its past behavior.
- It is very often based on interacting processes that operate in parallel.

Examples of reactive systems include on-line interactive systems, such as automatic teller machines (ATMs) and flight reservation systems; computer-embedded systems, such as avionics, automotive, and telecommunication systems; and control systems, such as chemical and manufacturing systems.

1.2.2 An example: The early warning system

Many of the characteristics mentioned earlier are present in the simple early warning system (EWS) that we use as an example throughout this book to illustrate the ideas and features of the languages. The EWS monitors a signal arriving from outside, checks whether its value is in some predefined range, and if not, notifies the operator by an alarm and appropriate messages. This is a general kind of system, the likes of which can be found in a variety of applications. Here is a brief informal description of the EWS that will become useful for understanding the details later on:

The EWS receives a signal from an external sensor. When the sensor is connected, the EWS processes the signal and checks if the resulting value is within a specified range. If the value of the processed signal is out of range, the system issues a warning message on the operator display and posts an alarm. If the operator does not respond to this warning within a given time interval, the system prints a fault message on a printing facility and stops monitoring the signal. The range limits are set by the operator. The system becomes ready to start monitoring the signal only after the range limits are set. The limits can be redefined after an out-of-range situation has been detected or after the operator has deliberately stopped the monitoring.

See Fig. 1.1 for the schematic structure of the EWS.

1.2.3 Characteristics of models

A system model constitutes a tangible representation of the system's conceptual and physical properties and serves as a vehicle for the specifier and designer to capture their thoughts. In some ways, it is like the set of plans drawn by an architect to describe a house. It is used mainly
for communication, but it should also facilitate inspection and analysis. The modeling process involves conceiving the elements relevant to the system and the relationships between them and representing them using specific, well-defined languages. When the model reflects some preexisting descriptions, such as requirements written in natural language, it is useful to keep track of how the components of the developing model are derived from the earlier descriptions.

To achieve the goal of enabling systems developers to model a system, our modeling languages have been designed with several important properties in mind: to be intuitive and clear, to be precise, to be comprehensive, and to be fully executable. To achieve clarity, elements of the model are represented graphically wherever possible; for example, nested box shapes are used to depict hierarchies of elements, and arrows are used for flow of data and control. For precision, all languages features have rigorous mathematical semantics, which is a prerequisite for carrying out meaningful analysis. Comprehension comes from the fact that the languages have the full expressive power needed to model all relevant issues, including the what, the when, and the how. As for executability, the behavioral semantics is detailed and rigorous enough to enable the model to be both executed directly, like a computer program, and to be translated into running code for prototyping and even for implementation purposes.

1.2.4 Modeling views of reactive systems

Building a model can be considered as a transition from ideas and informal descriptions to concrete descriptions that use concepts and predefined terminology. In our approach, the descriptions used to capture the system specification are organized into three views, or projections, of the system: the functional, the behavioral, and the structural. See Fig. 1.2.
The functional view captures the “what.” It describes the system’s functions, processes, or objects, also called activities, thus pinning down its capabilities. This view also includes the inputs and outputs of the activities, that is, the flow of information to and from the external environment of the system as well as the information flowing among the internal activities. For example, the activities of the EWS include sampling the input signal, comparing the read signal value with the predefined limits, and generating an alarm. The information flows in the EWS include the signal that flows from the external sensor, the operator commands that are input from the operator console, and the message and alarm notification that are output to the operator.

The behavioral view captures the “when.” It describes the system’s behavior over time, including the dynamics of activities, their control and timing behavior, the states and modes of the system, and the conditions and events that cause modes to change and other occurrences to take place. It also provides answers to questions about causality, concurrency, and synchronization. In the EWS example, the behavioral view might identify those states in which the system is waiting for commands, processing the signal, generating an alarm, or setting up new limit values. The behavioral view would also identify the events that cause transitions between these states. For example, it would specify what causes the system to generate an alarm or when the processing stops and the set-up procedure starts. Hence, it specifies precisely when the activities described in the functional view are active, and when the information actually flows between them.
There is a tight connection between the functional and behavioral views. Activities and data-flow need dynamic control to come to life, but the behavioral aspects are all but worthless if they have nothing to control. Technically, each activity in the functional view can be provided with a behavioral description given in the behavioral view, whose role it is to control the activity’s internal parts, that is, its sub-activities and their flow of information.

The structural view captures the “how.” It describes the subsystems, modules, or objects constituting the real system and the communication between them. The EWS could be specified in the structural view to consist of an operator monitor, a control and computation unit, a signal processor, an alarm generator, and so on.

While the two former views provide the conceptual model of the system, the structural view is considered to be its physical model, because it concerns itself with the various aspects of the system’s implementation. As a consequence, the conceptual model usually involves terms and notions borrowed from the problem domain, whereas the physical model draws more upon the solution domain.

The main connection between the conceptual and physical models is captured by specifying the modules of the structural view that are responsible for implementing the activities in the functional view. For example, the EWS activity that compares the input signal with the pre-defined limit values is implemented in the control and computation unit.

1.2.5 Modeling heuristics

Modeling heuristics are guidelines for how the notation should be used to model the system. This involves several issues, such as:

- The mapping between the methodology’s concepts and the elements allowed in the notation. If the notation is flexible and its constructs can be used to depict several different concepts, this mapping has to be defined carefully.

- The type of decomposition to be used. Some possibilities are decompositions that are function based, object based, mode based, module based, or scenario based. The type chosen depends, in general, on the conceptual base of the methodology, although within a given methodology there is often some flexibility, according to the nature of the system and the role the model will play in the overall development effort. In the context of our notation, this issue is mainly relevant to the functional view and will be discussed further in Chap. 2.

- The step-by-step order of the modeling process. Which view are we to start with? Should we be working in a bottom-up or top-down fashion? Again, this is an issue that mostly depends on the methodology, but it is also affected by what is already known about the system.
In addition, modeling guidelines are often concerned with more marginal details, such as naming conventions and the number of allowed offspring in each decomposition level as well as layout rules for improving the model's aesthetics and clarity.

In this book we do not mean to address or recommend any specific global methodology. Although most parts of our running example will use a particular method, we will mention other possibilities, too.

1.3 The Modeling Languages

The three views of a system model are described in our approach using three graphical languages: Activity-charts for the functional view, Statecharts for the behavioral view, and Module-charts for the structural view. Additional nongraphical information related to the views themselves and their inter-connections is provided in a Data Dictionary. See Fig. 1.3.

Some of the basic ideas that make up our languages have been adapted from other modeling languages, such as data-flow diagrams, state-transition diagrams, data dictionaries and minispecs. However, they include many extensions that increase their expressive power and simplify and clarify the model. In addition, all the languages have precise semantics, so much so, that models can be fully executed, or translated into other executable formalisms, such as software code. We now briefly describe the modeling languages and their main connections. As we shall see, the general visual style, as well as many of the conventions and syntax rules, are common to all three.

![Diagram of modeling languages]

*Figure 1.3 The modeling languages.*
1.3.1 Activity-charts

Activity-charts can be viewed as multilevel data-flow diagrams. They capture functions, or activities, as well as data-stores, all organized into hierarchies and connected via the information that flows between them. We adopt extensions that distinguish between data and control information in the arrow types and provide several kinds of graphical connectors as well as a set of semantics for information that flows to and from nonbasic activities.

Figure 1.4 illustrates some of these notions using the EWS example. We see internal activities, such as GET_INPUT, SET_UP, and COMPARE, external activities, such as OPERATOR and SENSOR, a data-store LEGAL_RANGE, data flows, such as RANGE_LIMITS and SAMPLE, control flows, such as COMMANDS and OUT_OF_RANGE, and the control activity EWS_CONTROL, whose internal description is to be given in the language of Statecharts for the behavioral view. Notice how the hierarchy of activities is depicted graphically by encapsulation, so that a single chart can represent multiple levels of activities.

In addition to the graphical information, each element in the description has an entry in the Data Dictionary, which may contain nongraphical information about the element. For example, the activity entry contains fields called mini-spec and long description, in which it is possible to provide formal and informal textual descriptions of the activity's workings. See Fig. 1.5.

Activity-charts are described in detail in Chap. 2.

Figure 1.4 An activity-chart.
1.3.2 Statecharts

Statecharts (Harel 1987b) constitute an extensive generalization of state-transition diagrams. They allow for multilevel states decomposed in an and/or fashion, and thus support economical specification of concurrency and encapsulation. They incorporate a broadcast communication mechanism, timeout and delay operators for specifying synchronization and timing information, and a means for specifying transitions that depend on the history of the system's behavior.

Figure 1.6 contains a statechart taken from the EWS model. It consists of a top-level state EWS_CONTROL, which is decomposed into two substates. One of the substates, ON, is decomposed into two parallel behavioral components, MONITORING and PROCESSING; each of these is further decomposed into exclusive states. This means that the system must be in two states simultaneously, each from a different component. For example, when the statechart starts, the system is in WAITING_FOR_COMMAND and in DISCONNECTED. The chart also depicts events that cause transitions, such as ALARM_TIME_PASSED, which causes the system to go from the GENERATING_ALARM state to WAITING_FOR_COMMAND, and RESET, which causes the system to leave both COMPARING and GENERATING_ALARM and enter WAITING_FOR_COMMAND. Some transitions are guarded by conditions, such as the one from WAITING_FOR_COMMAND to COMPARING, which is taken when the event EXECUTE occurs but only if the condition in(CONNECTED) is true, namely, the system is in the CONNECTED state of the SAMPLING component. Some transition labels contain actions, which are to be carried out when the transitions are taken. For example, when moving from COMPARING to GENERATING_ALARM the system sends a HALT signal to the PROCESSING component.

Here, too, each element in the statechart has an entry in the Data Dictionary, which may contain additional information. For example, an event entity can be used to define a compound event by an expression involving other events and conditions. Statecharts are discussed in Chaps. 4, 5, and 6.
1.3.3 Module-charts

A module-chart can also be regarded as a certain kind of data-flow diagram or block diagram. Module-charts are used to describe the modules that constitute the implementation of the system, its division into hardware and software blocks and their inner components, and the communication between them.

Figure 1.7 shows a module-chart for the EWS. It contains internal modules, such as the control and computation unit (CCU), the SIGNAL_PROCESSOR, and the OPERATOR_MONITOR. The latter module contains the submodules KEYBOARD and SCREEN. (Here, too, the hierarchy of modules is depicted by encapsulation.) The module-chart also contains environment modules, such as OPERATOR and SENSOR, and it is noteworthy that these are similar to the external activities depicted in the functional view. The communication signals between modules include KEY_PRESSING from the OPERATOR to the KEYBOARD, the ALARM_SIGNAL from the CCU to the ALARM_SYSTEM, and so on.

Elements of the module-charts also have entries in the Data Dictionary, in which additional information can be specified. Module-charts are described in Chap. 9.

1.3.4 Relationships between the languages

The relationships between the concepts of the three views are reflected in corresponding connections between the three modeling languages.
Most of these connections are provided in the Data Dictionary, and they tie the pieces together, thus yielding a complete model of the system under development.

The main relationship between the functional and behavioral views is captured by the fact that statecharts describe the behavior and control of activities in an activity-chart. We thus associate a statechart with each control activity in an activity-chart. In Fig. 1.4, the symbol denotes that the statechart named EWS\_CONTROL (which appears in Fig. 1.6) is to be taken as the "contents" of the control activity.

Another relationship between activity-charts and statecharts involves activities that are specified as being active throughout states. For example, in the Data Dictionary entry for the state COMPARING, we can specify that the activity COMPARE is active throughout (see Fig. 1.8). This means that COMPARE will start when the state COMPARING is entered and will terminate when it is exited.

There are ways to directly refer to activities from within a statechart. For example, the event $sp(SET\_UP)$, which labels a transition in Fig. 1.6, occurs when the activity $SET\_UP$ terminates (the $sp$ stands for stopped). It causes the transition from the $SETTING\_UP$ state to $WAITING\_FOR\_COMMAND$. Chapters 7 and 8 are devoted to the connections between activity-charts and statecharts.

The relationships between the conceptual and physical models of the system are reflected in connections between activity-charts and module-charts. One such connection involves specifying which module implements a given activity. This is done in the activity entry of the Data Dictionary. For example, in the entry for the COMPARE activity we might say that COMPARE is implemented in the CCU module.
Another connection involves associating an activity-chart with a specific module in the module-chart, thus describing the module’s functionality in detail. This kind of association is specified in the Data Dictionary entry for the module. For example, the activity-chart EWS_ACTIVITIES (which was shown in Fig. 1.4) describes the functionality of the EWS module. See Fig. 1.9.

Chapter 10 is devoted to describing these relationships.

1.3.5 Handling large-scale systems

Methodological approaches, particularly the models that they recommend constructing, are essential for developing large systems. Our own approach is thus intended primarily for such systems. These involve vast quantities of information and numerous components and levels of detail, as well as portions that may appear repeatedly in many parts of the model. Such systems are usually developed by several separate teams. Our languages support features designed specifically to ease in this work.

Although a single chart can describe a multilevel hierarchy of elements, it is not advisable to overuse this capability when the model grows beyond a certain size. Accordingly, our languages allow splitting large hierarchical charts into separate ones. See Fig. 1.10, in which a separate chart is used to describe the contents of activity A.

Chapter 11 is devoted to this subject.

A related issue involves coping with visibility and information hiding by setting scoping rules of elements in the model. It is also possible to introduce global shared information in a model component called a

---

**Figure 1.8** Specifying an activity throughout a state.

**Figure 1.9** An activity-chart describing a module.
global definition set. This is analogous to the scoping issue in programming languages.

Scoping is discussed in Chap. 13.

A very important feature of our languages is that of generic charts, which allow reusing parts of the specification. A generic chart makes it possible to represent common portions of the model as a single chart that can be instantiated in many places, and in this it is similar to a procedure in a conventional programming language.

Generic charts are described in Chap. 14.

Another feature that contributes to reusability is that of user-defined types, which are described in Chap. 3. This feature makes it possible to define a data type that will be used for many data elements in the model.

1.4 The STATEMATE Toolset

We now provide a very brief description of the STATEMATE toolset (Harel et al. 1990), which supports the languages and approach presented here. STATEMATE was intended primarily to help address the goals of the specification stage, although it supports some of the activities carried out in other stages, too. See Fig. 1.11 for a schematic overview of the STATEMATE toolset.

We should note that the modeling approach and languages presented here have a life of their own, whether they are used in conjunction with a computerized tool or not. Moreover, there are other tools, both commercial and of research nature, that support Statecharts and other aspects of the approach. We describe STATEMATE here both because we have been part of the team that designed it and because it still seems to be the most powerful tool of its kind available.
For entering the information contained in the model, STATEMATE has graphic editors for the three graphical languages, as well as a Data Dictionary. It carries out syntax checking and tests for consistency and completeness of the various parts of the model. While constructing the model, the specifier can link original textual requirements to elements of the model. These links can be used later in requirement traceability reports. STATEMATE also provides extensive means for querying the model's repository and retrieving information from it. A number of fixed-format reports can be requested, and there are document generation facilities with which users can tailor their own documents from the information constituting the model.

Our view of system development emphasizes "good" modeling, but it also regards as absolutely crucial the need to enable a user to run, debug, and analyze the resulting models and to translate them into working code for software and/or hardware. Accordingly, STATEMATE has been constructed to "understand" the model and its dynamics. The user can then execute the specification by emulating the environment of the system under development and letting the model make dynamic progress in response.

Using STATEMATE the model can be executed in a step-by-step interactive fashion or by batch execution. In both cases, the currently active states and activities are highlighted with special coloring, resulting in an (often quite appealing) animation of the diagrams. It is also possible to execute the model under random conditions and in both typical
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and less typical situations. A variety of possible results of the executions can be accumulated to be inspected and analyzed later.

We should note that it is possible to execute only part of the model (in any of the execution modes), as long as the portion executed is syntactically intact. This implies that there is no need to wait until the entire model is specified to carry out executions, and even an incomplete model can be executed and analyzed. Moreover, it is possible to attach external code to the model, to complete unspecified processing portions, to produce input stimuli, or to process execution results on-line. This openness enables STATEMATE to be linked to other tools.

STATEMATE also supports several dynamic tests, which are intended to detect crucial dynamic properties, such as whether a particular situation can be reached starting in a given state. These tests are carried out by the tool using a form of exhaustive execution of scenarios. We shall not get into a discussion of the feasibility of such exhaustive executions here; the reader is referred to Harel (1992b) for some comments on the matter.

Once a model has been constructed, and has been executed and analyzed to the satisfaction of the specifiers, STATEMATE can be instructed to translate it automatically into code in a high-level programming language. This is analogous to the compilation of a conventional program into assembly language, whereas model execution is analogous to its direct interpretation. Currently, translations into Ada and C are supported, and a variant of STATEMATE enables translation into hardware description languages VHDL and Verilog. Code supplied by the user for bottom-level basic activities can be appropriately linked to the generated code, resulting in a complete running version of the system. The resulting code is sometimes termed prototype code, because it is generated automatically and reflects only those design decisions made in the process of preparing the conceptual model. It may not always be as efficient as final code, although it runs much faster than the executions of the model itself, just as compiled code runs faster than interpreted code. For some kinds of systems, however, this code is quite satisfactory.

One of the main uses of the synthesized code is in observing the model performing in circumstances that are close to its final environment. The code can be ported and executed in the actual target environment, or as is more realistic in most cases, in a simulated version of the target environment. To this end, STATEMATE makes it possible to construct a "soft" version of the user interface of the final system, which can then be activated, driven by the synthesized code. The resulting setup can be used to debug the model by subcontractors and customers, for example. Again, Chap. 16 contains a discussion of how such code can be beneficial in the design phase of system development.
Associated with the code synthesis facility is a debugging mechanism with which the user can trace the executing parts of the code back up to the model using back animation. The requirements traceability feature makes it possible to trace problems back up to the (textual) requirements.

For more on these topics, we refer the reader to the STATEMATE documentation supplied by I-Logix, Inc.