
Positive bound state solutions for some
Schrödinger-Poisson systems

Giovanna Cerami∗ Riccardo Molle†

Abstract. - The paper deals with a class of Schrödinger-Poisson systems,

where the coupling term and the other coefficients do not have any symmetry

property. Moreover, the setting we consider does not allow the existence of ground

state solutions. Under suitable assumptions on the decay rate of the coefficients,

we prove existence of a bound state, finite energy solution.

1 Introduction

In the last years there has been a large amount of work dealing with equations arising
in Quantum Mechanics studied by means of variational tools. In this paper we focus
on the following system

{

−∆u+ V (x)u+K(x)φ(x)u = a(x)|u|p−1u
−∆φ = K(x)u2 x ∈ R

3.
(SP )

According to a classical model, the interaction of a charge particle with an elec-
tromagnetic field can be described by coupling nonlinear Schrödinger and Maxwell
equations. Systems like (SP ) are usually known as Schrödinger-Poisson systems and
have been introduced in [6, 7] as a model to study electrostatic situations, that is cases
in which the interaction between an electrostatic field and solitary waves for nonlinear
stationary equations of Schrödinger type has to be considered. In (SP ) the first equa-
tion, which is a nonlinear stationary Schrödinger equation, is coupled with a Poisson
equation to be satisfied by φ, meaning that the potential feels the effect of the charge
of the wave itself.

It is well known that, dealing with (SP ), one has to face different kinds of difficulties,
which are related to the potential and to the unboundedness of the space R

3. Many
researches at the beginning have been devoted to the autonomous case and to the case
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in which the coefficients are supposed radial (see f.i.[2] [3][20]), just to overcome the lack
of compactness taking advantage of the compact embedding of the subspace of H1(R3)
consisting of radial functions in Lq(R3), q ∈ [2, 6). More recently, many contributions
to (SP ) have been given also looking at cases in which no symmetry assumptions are
given on the coefficients appearing in (SP ) (see f.i. [1, 15, 16]). Describing all the
various and interesting contributions in both directions, without forgetting something,
is not an easy matter. So we prefer to refer readers, who are interested in a quite rich
(even if not exhaustive) bibliography, to the recent paper [8].

However, it is worth observing that in most papers, the search of the positive,
physically meaningful, solutions to (SP ), has been carried out looking for ground state
solutions. Here we consider a non symmetric situation that has to be studied in a
different way, because the assumptions imply nonexistence of ground state solutions
to (SP ). Our aim is to show that even in this case a positive solution, of course at a
higher energy level than the ground state level, exists.

We assume that:

(HV ) V (x) = V∞ +W (x) where V∞ ∈ R
+ \ {0} and W (x) ∈ L3/2(R3) is a nonnegative

function such that
∫

R3

W (x)(|x| e2
√
V∞|x|)dx <∞; (1.1)

(HK) K ∈ L2(R3) is a nonnegative function, K 6≡ 0, such that for some η > 2
√
V∞ and

c, R̄ > 0
K(x) ≤ ce−η|x| x ∈ R

3, |x| > R̄; (1.2)

(Ha) a(x) = a∞ −α(x), where a∞ ∈ R
+ \ {0} and α is function such that 0 ≤ α < a∞

and
∫

R3

α(x)(|x| e2
√
V∞|x|)dx <∞. (1.3)

The result we obtain is stated in the following theorem:

Theorem 1.1 Assume that (HV ), (HK), (Ha), hold and that p ∈ (3, 5). Then (SP )
has a bound state solution (u, φ) ∈ H1(R3) × D1,2(R3) whose components are positive
functions.

We remark that Theorem 1.1 generalizes to Schrödinger-Poisson systems well known,
celebrated results proven in [5] for nonlinear Schrödinger equations. Actually in [5]
problems like

{

−∆u+ V (x)u = a(x)|u|p−1u in R
N

u(x) → 0 as |x| → ∞.
(SE)

are considered and, under similar conditions to (HV ), (Ha), the existence of a positive
not ground state solution is shown by using variational methods together deep algebraic
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topology tools. The proof of Theorem 1.1 takes advantage of some ideas introduced in
[5] and in [4], but the argument, which does not need Homology theory, is more in the
spirit of the one displayed in [13] and [12] to obtain existence and multiplicity results to
(SE), either in R

N either in exterior domains, when a(x) is a constant. However here,
because of the presence of the nonlocal term and the coefficient a(x), the variational
framework is different: we consider the functional related to (SP ) constrained on the
corresponding Nehari manifold (instead of

∫

R3(|∇u|2 + V (x)u2)dx constrained on the
Lp unitary sphere). Furthermore new delicate estimates, concerning the nonlocal term
behaviour, are in order to show that the hopefully critical level of the energy functional
belongs to an interval in which the compactness holds.

Lastly, we mention that, as far as we know, a similar topological situation related
to (SP ) has been considered only in [15], where an existence theorem has been proved
considering V constant and assuming the L2 norm of K bounded by a suitably small
number depending on the infimum of a(x) and on the ground state level of the so called
limit problem related to (SP ). Our theorem is obtained without imposing conditions
of this kind, but just assuming on the coefficients suitable decay rate, that, on the
other hand, are not requested in [15]. So in some sense our present result complements
(and it is not comparable with) the above mentioned one.

The proof of Theorem 1.1 in contained in section 3, while section 2 is devoted to
the costruction of the variational framework, to recall some known results and to state
and prove some useful estimate.

2 Notations, preliminary results and variational frame-

work

Hereafter we use the following notation:

• H1(R3) is the usual Sobolev space endowed with the standard scalar product and norm

(u, v) =

∫

R3

[∇u∇v + uv]dx; ‖u‖2 =
∫

R3

[

|∇u|2 + u2
]

dx.

• D1,2(R3) is the completion of C∞
0 (R3) with respect to the norm

‖u‖2D1,2 =

∫

R3

|∇u|2dx.

• Lq(Ω), 1 ≤ q ≤ +∞, Ω ⊆ R
3, denotes a Lebesgue space, the norm in Lq(Ω) is denoted

by |u|q,Ω when Ω is a proper subset of R3, by | · |p when Ω = R
3.

• For any ρ > 0 and for any z ∈ R
3, B(z, ρ) denotes the ball of radius ρ centered at

z, (·|·)R3 denotes the scalar product in R
3, and for any measurable set O ⊂ R

3, |O|
denotes its Lebesgue measure.
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• S is the best Sobolev constant that is

S = inf
u∈H1(R3)\{0}

‖u‖2
|u|26

= inf
u∈D1,2(R3)\{0}

‖u‖2D1,2

|u|26
.

• c, c′, C, C ′, Ci denote various positive constants.

In what follows, without any loss of generality we assume V∞ = a∞ = 1.

It is known (see [7, 15]) that solutions of (SP) correspond to critical points of the
functional F : H1(R3)×D1,2(R3) → R defined by

F (u, φ) =
1

2

∫

R3

(|∇u|2 + (V (x) +K(x)φ)u2)dx− 1

4

∫

R3

|∇φ|2dx

− 1

p+ 1

∫

R3

a(x)|u|p+1dx.

It is also not difficult to show that (SP) can be reduced to a single equation with a
nonlocal term. Indeed, considering for all u ∈ H1(R3), the linear functional Lu defined
in D1,2(R3) by

Lu(v) =

∫

R3

K(x)u2vdx,

Hölder and Sobolev inequalities imply

|Lu(v)| ≤ S−1|K|2|u|26 · ‖v‖D1,2 , (2.1)

and, then, Lax-Milgram theorem gives, for all u ∈ H1(R3), the existence of a unique
positive function, φu ∈ D1,2(R3), which is weak solution of

−∆φ = K(x)u2 x ∈ R
3. (2.2)

Therefore, substituting φu in the first equation of (SP) we are led to the equation

−∆u+ V (x)u+K(x)φuu = a(x)|u|p−1u, (2.3)

and solutions of (SP) can be searched as critical points of the “reduced” functional

I(u) =
1

2

∫

R3

(|∇u|2+V (x)u2)dx+
1

4

∫

R3

K(x)φu(x)u
2dx− 1

p+ 1

∫

R3

a(x)|u|p+1dx. (2.4)

Let Φ : H1(R3) → D1,2(R3) be the operator defined by

Φ(u) = φu,

next two propositions collect some properties of it.
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Proposition 2.1 1) Φ is continuous;

2) Φ maps bounded sets into bounded sets;

3) Φ(tu) = t2Φ(u) for all t ∈ R;

4) the following representation formula holds

Φ(u) =
1

4π

∫

R3

K(y)

|x− y| u
2(y)dy =

1

4π

1

|x| ∗K(x)u2. (2.5)

The proof of (1) and (2) can be found in [15]. Properties (3) and (4) are straight
consequence of the definition of Φ(u) as solution of (2.2).

Proposition 2.2 Let assume un ⇀ u in H1(R3). Then

a) Φ(un) → Φ(u) in D1,2(R3);

b)
∫

R3 K(x)φunu
2
ndx→

∫

R3 K(x)φuu
2dx;

c)
∫

R3 K(x)φununϕdx→
∫

R3 K(x)φuuϕ dx ∀ϕ ∈ H1(R3).

Proof (a) Since, by definition of Φ, for all u ∈ H1(R3)

‖Φ(u)‖D1,2 = ‖Lu‖L(D1,2,R),

to prove (a) we intend to show that, as n→ ∞

‖Lun − Lu‖L(D1,2,R) → 0. (2.6)

Let ε > 0 be fixed arbitrarily, then there exists a positive number Rε so large that
|K|L2(R3\B(0,Rε)) < ε. Thus, for all v ∈ D1,2(R3) we have

|Lun(v)− Lu(v)| =

∫

R3

K(u2n − u2)v dx

≤
∫

R3\B(0,Rε)

K |u2n − u2| |v|dx+
∫

B(0,Rε)

K |u2n − u2| |v|dx

≤ |K|L2(R3\B(0,Rε))|u2n − u2|3|v|6 +
(
∫

B(0,Rε)

K
6

5 |u2n − u2| 65dx
)

5

6

|v|6

≤
(

εc+

(
∫

B(0,Rε)

K
6

5 |un + u| 65 |un − u| 65dx
)

5

6

)

‖v‖D1,2 . (2.7)

Therefore, to obtain (2.6) we just need to see that the last integral in (2.7) goes to 0
as n → ∞. Let us set BM = {x ∈ B(0, Rε) : K(x) > M} and remark that being
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K ∈ L2(R3), |BM | → 0 as M → ∞. So, for large M, (
∫

BM
K2)

3

5 < ε. Furthermore, we

can assume that, up to a subsequence, un → u in L
12

5

loc(R
3). Hence, we obtain

∫

B(0,Rε)

K
6

5 |un + u| 65 |un − u| 65dx

=

∫

BM

K
6

5 |un + u| 65 |un − u| 65dx+
∫

B(0,Rε)\BM

K
6

5 |un + u| 65 |un − u| 65dx

≤
(
∫

BM

K2dx

)
3

5
(
∫

R3

|un + u|6dx
)

1

5
(
∫

R3

|un − u|6dx
)

1

5

+M
6

5

(
∫

B(0,Rε)

|un + u| 125 dx
)

1

2
(
∫

B(0,Rε)

|un − u| 125 dx
)

1

2

≤ cε+ co(1),

as desired.

(b) To show (b) we write
∫

R3

(Kφunu
2
n −Kφuu

2)dx =

∫

R3

K(u2n − u2)φundx+

∫

R3

Ku2(φun − φu)dx.

and we observe that
∫

R3

Ku2(φun − φu)dx ≤ |K|2 |u|26 |φun − φu|6 = o(1),

because, by (a), as n → ∞ φun → φu in D1,2(R3) and, then, in L6(R3). To verify
that, as n→ ∞,

∫

R3 K(u2n − u2)φundx−→ 0 holds true, one can repeat the argument
used in the proof of (a), obviously replacing v by φun and taking into account that the
sequence (|φun|6)n is bounded.

(c) Writing
∫

R3

(Kφununϕ−Kφuuϕ)dx =

∫

R3

(Kϕun)(φun −φu)dx+

∫

R3

(Kϕφu)(un− u)dx, (2.8)

the claim straightly follows from (a) and the assumption on (un)n.
q.e.d.

Remark 2.3 One of the referees has drawn to our attention that part b) of previous
Lemma seems could be also obtained as a consequence of a nonlocal version, recently
proved in a still now unpublished paper [19], of the well known Brezis-Lieb lemma.

Furthermore, we mention two other papers [10] and [11], treating a problem formally
similar to (SP ), whose interest has been pointed out to us by the same referee.
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It is not difficult to verify that the functional I is bounded neither from below, nor
from above. So it is convenient to consider I restricted to a natural constraint: the
Nehari manifold.

We set
N =

{

u ∈ H1(R3) \ {0} : I ′(u)[u] = 0
}

and we remark that, for all u ∈ N , we can write

I|N (u) =

(

1

2
− 1

p+ 1

)
∫

R3

(|∇u|2 + V (x)u2)dx+

(

1

4
− 1

p+ 1

)
∫

R3

K(x)φu(x)u
2dx

=
1

4

∫

R3

(|∇u|2 + V (x)u2)dx+

(

1

4
− 1

p+ 1

)
∫

R3

a(x)|u|p+1dx, (2.9)

from which one easily deduces that I is bounded from below on N . Furthermore, for
all u ∈ H1(R3) \ {0}, there exists a unique tu ∈ R

+ \ {0} such that tuu ∈ N . Indeed,
tu must satisfy the equation

0 = I ′(tu)[tu] = t2
(

‖u‖2 +
∫

R3

W (x)u2dx

)

+ t4
∫

R3

K(x)φu(x)u
2dx

−tp+1

∫

R3

a(x)|u|p+1dx (2.10)

which has a unique positive solution because p > 3. The function tuu ∈ N is called
the projection of u on N and we also point out that

I(tuu) = max
t>0

I(tu). (2.11)

Actually, more precise information is available on N and I|N and it can be summarized
in the following lemma, whose proof can be found in [15]:

Lemma 2.4 1) N is a C1 regular manifold diffeomorphic to the sphere of H1(R3);

2) I is bounded from below on N by a positive constant;

3) u is a free critical point of I if and only if u is a critical point of I constrained
on N .

For what follows it is also useful to introduce the problem

{

−∆u+ u = |u|p−1u x ∈ R
3

u ∈ H1(R3)
(P∞)

that can be called the “problem at infinity” related to (SP). (P∞) has been widely
studied and combining results of [9], [17],[18] the following Proposition can be proved:
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Proposition 2.5 (P∞) has a positive, ground state, solution w ∈ H1(R3), which is
radially symmetric about the origin, unique up to translations, and such that

lim
|x|→+∞

|Dsw(x)|(|x|e|x|) = ds > 0 s = 0, 1. (2.12)

Throughout the paper we denote by I∞ : H1(R3) → R the functional whose critical
points are solutions of (P∞), that is

I∞(u) =
1

2
‖u‖2 − 1

p+ 1

∫

R3

|u|p+1dx,

and by N∞ the corresponding Nehari manifold

N∞ =
{

u ∈ H1(R3) \ {0} : ‖u‖2 = |u|p+1
p+1

}

.

As for N , N∞ turns out to be a C1 manifold diffeomorphic to the unitary sphere
of H1(R3), so to any function u ∈ H1(R3) \ {0} there corresponds a unique function
τuu ∈ N∞ such that

I∞(τuu) = max
t>0

I∞(tu). (2.13)

Such a function is called the projection of u on N∞. We remark that

I∞(u) =

(

1

2
− 1

p+ 1

)

‖u‖2 =
(

1

2
− 1

p+ 1

)

|u|p+1
p+1 ∀u ∈ N∞; (2.14)

moreover, in what follows we use the notation

m∞ := min
N∞

I∞ = I∞(w) =

(

1

2
− 1

p+ 1

)

‖w‖2 =
(

1

2
− 1

p+ 1

)

|w|p+1
p+1. (2.15)

Remark 2.6 It is worth observing that any changing sign solution ū of (P∞) is such
that I∞(ū) > 2m∞, see f.i. [22].

Actually, in our setting we need just the weak inequality I∞(ū) ≥ 2m∞, that is
quite easy to show. Indeed, assume ū = ū+ − ū− and I ′∞(ū)[ū] = ‖ū‖2 − |ū|p+1

p+1 = 0.

Then 0 = ‖ū+‖2 − |ū+|p+1
p+1 = I ′∞(ū)[ū+] = I ′∞(ū+)[ū+], that is ū+ ∈ N∞, and, then

I∞(ū+) ≥ m∞. Analogously one sees that I∞(ū−) ≥ m∞, thus I∞(ū) ≥ 2m∞.

Problem (SP ) exhibit a lack of compactness, whose origin is the invariance of R3

under the action of the noncompact group of translations, and which appears in the fact
that sequences of functions of N along which I satisfies the Palais-smale condition can
be not relatively compact. The following “splitting” lemma for Palais-Smale sequences
point out the importance of the problem at infinity in locating these “bad” levels:
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Lemma 2.7 Let (un)n be a (PS) sequence of I constrained on N , i.e. un ∈ N and

a) I(un) is bounded;

b) ∇I|N (un) → 0 strongly in H1(R3).
(2.16)

Then there exist a solution ū of (2.3), a number k ∈ N ∪ {0}, k functions u1, ..., uk

of H1(R3) and k sequences of points (yjn), y
j
n ∈ R

3, 1 ≤ j ≤ k such that, up to a
subsequence,

(i) |yjn| → +∞, |yjn − yin| → +∞ if i 6= j, n→ +∞;

(ii) un −
k
∑

j=1

uj(· − yjn) −→ ū, in H1(R3);

(iii) I(un) → I(ū) +
k
∑

j=1

I∞(uj);

(iv) uj are non trivial weak solutions of (P∞).

(2.17)

Moreover, we agree that in the case k = 0 the above holds without uj.

The above lemma can be proved arguing as in [15] and taking advantage of Propo-
sition 2.2.

We end this section with two technical lemmas that are basic for some estimates
in next section. For the proof of Lemma 2.8 we refer to [13], while, for reader’s conve-
nience, we give a sketchy proof of Lemma 2.9, which is in the spirit of Proposition 1.2
of [4].

Lemma 2.8 For all a, b ∈ R
+, for all p ≥ 1, the following relation holds true

(a+ b)p+1 ≥ ap+1 + bp+1 + p(apb+ abp).

Lemma 2.9 If g ∈ L∞(R3) and h ∈ L1(R3) are such that, for some α ≥ 0, b ≥ 0,
γ ∈ R

lim
|x|→+∞

g(x)eα|x||x|b = γ (2.18)

and
∫

R3

|h(x)|eα|x||x|bdx < +∞, (2.19)

then, for every z ∈ R
3 \ {0},

lim
ρ→+∞

(
∫

R3

g(x+ ρz)h(x)dx

)

eα|ρz||ρz|b = γ

∫

R3

h(x)e−α [(x|z)
R3
/|z|] dx.
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Proof Considering (2.18) and the relation

lim
ρ→+∞

eα|ρz|

eα|x+ρz|
= e−α [(x|z)

R3
/|z|],

we deduce
lim

ρ→+∞
g(x+ ρz)h(x)eα|ρz||ρz|b = γh(x)e−α [(x|z)

R3
/|z|]

pointwise for all x ∈ R
3.

On the other hand, by using (2.18) and assumption g ∈ L∞(R3), we obtain the
uniform estimate

|g(x+ ρz)h(x)eα|ρz||ρz|b| ≤ c(e−α|x+ρz|(1 + |x+ ρz|)−b)|h(x)|eα|ρz||ρz|b
≤ c|h(x)|eα|x|(1 + |x+ ρz|)−b|ρz|b
≤ c|h(x)|eα|x|(1 + |x|b),

where the r.h.s. is integrable by (2.19). Then the statement follows by the dominated
convergence theorem.

q.e.d.

3 Existence of a solution to (SP )

This section is devoted to the proof of our main result. We first show that (SP ) cannot
be solved by minimization. Then, we prove the existence of a higher energy solution, by
showing that there is a change of topology between two sublevel sets of the functional
I and that this change, thanks to compactness arguments, implies the existence of a
critical point of I.

Throughout this section we suppose that assumptions of Theorem 1.1 are satisfied.

Proposition 3.1 The relation infN I = m∞ holds and the infimum is not achieved.

Proof Set m := infN I and remark that, by Lemma 2.4, m > 0.
Let u ∈ N be arbitrarily chosen, and let τuu ∈ N∞ be its projection on N∞. Taking

into account that φu, W, K, α are nonnegative functions and using (2.11), we get

I(u) ≥ I(τuu) ≥
1

2
‖τuu‖2 −

1

p+ 1

∫

R3

|τuu|p+1dx = I∞(τuu) ≥ m∞, (3.1)

from which
m∞ ≤ m
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follows. To prove the reverse inequality let us consider the sequence (un)n, un = tnwn ∈
N , where wn(·) = w(· − zn), being w the ground state positive solution of (P∞), (zn)n
a sequence of points in R

3 such that |zn| → +∞, as n → +∞, and tn = twn
. Let us

show that
lim

n→+∞
I(un) = m∞. (3.2)

Indeed, since wn weakly converges to zero in H1(R3), (b) of Proposition 2.2 implies

lim
n→+∞

∫

R3

K(x)φwn
(x)w2

ndx = 0, (3.3)

moreover, using (HV ) one readily verifies that

lim
n→+∞

∫

R3

W (x)w2
ndx = 0. (3.4)

Therefore, thanks to (2.9), in order to obtain (3.2) we just need to show that tn → 1,
as n→ +∞. To this end, using (2.10), we write

‖w‖2 = ‖wn‖2 = −
∫

R3

W (x)w2
ndx− t2n

∫

R3

K(x)φwn
(x)w2

ndx+ tp−1
n

∫

R3

a(x)|wn|p+1dx,

from which observing that, by (Ha),

lim
n→+∞

∫

R3

a(x)|wn|p+1dx =

∫

R3

|wn|p+1dx,

that ‖w‖2 = |w|p+1
p+1, and again using (3.3), (3.4), we deduce that (tn)n is bounded,

bounded away from zero and, actually, limn→∞ tn = 1.
To complete the proof, we argue by contradiction and we assume that ū ∈ N exists

such that I(ū) = m = m∞. Denoting by τūū its projection on N∞, we have

m∞ ≤ I∞(τūū) =

(

1

2
− 1

p+ 1

)

‖τūū‖2

≤
(

1

2
− 1

p+ 1

)

‖τūū‖2 +
(

1

4
− 1

p+ 1

)
∫

R3

K(x)φτūū(x)(τūū)
2dx

= I(τūū) ≤ I(ū) = m = m∞,

so we infer τū = 1, and
∫

R3

K(x)φū(x)ū
2dx = 0. (3.5)

Thus, ū ∈ N∞ and I∞(ū) = m∞. Therefore, by the uniqueness of the family realizing
m∞, some z ∈ R

3 must exist for which

ū(x) = w(x− z) > 0, ∀x ∈ R
3,
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holds true. The above equality implies
∫

R3 K(x)φū(x)ū
2dx > 0, that contradicts (3.5).

q.e.d.

Proposition 3.1 combined with Lemma 2.7 and Remark 2.6 allows us to locate an
interval of values of I in which the compactness holds.

Corollary 3.2 The functional I constrained on N satisfies the Palais-Smale condition
in (m∞, 2m∞).

Moreover, if (un)n is a (PS)m∞
sequence, then, up to a subsequence,

un(x) = w(x− zn) + o(1),

being zn ∈ R
3, |zn| → +∞ and w the positive ground state solution of (P∞).

Proof Let (un)n be a P-S sequence of I|N such that I(un) → c ∈ [m∞, 2m∞) and apply
Lemma 2.7. Then, the claim follows straightly recalling that any solution u of (P∞)
verifies I∞(u) ≥ m∞ and, if it changes sign, I∞(u) ≥ 2m∞ and, furthermore, that any
critical point v of I is such that I(v) > m∞.

q.e.d.

Let us now remind the definition of barycenter of a function u ∈ H1(R3) \ {0} ,
which has been introduced in [14]. We set

µ(u)(x) =
1

|B(0, 1)|

∫

B(x,1)

|u(y)|dy, (3.6)

and we remark that µ(u) is bounded and continuous, so the function

û(x) =

[

µ(u)(x)− 1

2
maxµ(u)

]+

(3.7)

is well defined, continuous, and has compact support. Thus, we can define β : H1(R3)\
{0} → R

3 as

β(u) =
1

|û|1

∫

R3

û(x) x dx.

β is well defined, because û has compact support, and it is not difficult to verify
that it enjoys the following properties:

β is continuous in H1(R3) \ {0}; (3.8)

if u is a radial function, then β(u) = 0; (3.9)

for all t 6= 0 and for all u ∈ H1(R3) \ {0}, β(tu) = β(u); (3.10)

given z ∈ R
3 and setting uz(x) = u(x− z), β(uz) = β(u) + z. (3.11)

12



Lemma 3.3 Set
B0 := inf {I(u) : u ∈ N , β(u) = 0} . (3.12)

Then,
B0 > m∞.

Proof Clearly B0 ≥ m∞. Suppose, by contradiction, B0 = m∞. Then, a sequence (ũn)n
such that ũn ∈ N , β(ũn) = 0 and I(ũn) → m∞ exists. By the Ekeland variational
principle, we can assert the existence of another sequence (un)n, un ∈ N , such that
I(un) → m∞, ∇I|N (un) → 0 and ‖un− ũn‖ → 0. Hence, in view of (3.8), β(un) = o(1).

On the other hand, by Corollary 3.2, un(x) = w(x − zn) + o(1), where (zn)n ∈ R
3

and |zn| → ∞. So we get

o(1) = β(un) = β(w(x− zn)) + o(1) = zn + o(1)

reaching a contradiction.
q.e.d.

Set now
Σ = {z ∈ R

3 : |z − e1| = 2}
where e1 = (1, 0, 0).

In order to associate to any couple (z, s) ∈ Σ× [0, 1] a function belonging to N and
a function belonging to N∞, we consider

ψ̄ρ[z, s](x) := (1− s)w(x− ρe1) + sw(x− ρz) x ∈ R
3.

Then we denote by

ψρ[z, s] the projection of ψ̄ρ[z, s] on N ,

ψ∞,ρ[z, s] the projection of ψ̄ρ[z, s] on N∞.

We remark that the definition of ψρ[z, s] and ψ∞,ρ[z, s] implies, for any choice of
ρ > 0, (z, s) ∈ Σ × [0, 1], the existence of positive numbers, tρ,z,s := tψ̄ρ[z,s] and
τρ,z,s := τψ̄ρ[z,s] such that

ψρ[z, s] = tρ,z,s ψ̄ρ[z, s]; ψ∞,ρ[z, s] = τρ,z,s ψ̄ρ[z, s]. (3.13)

Proposition 3.4 a) β(ψρ[z, 1]) = ρz, for all ρ > 0 and for all z ∈ Σ;

b) for every ρ > 0, there exists (z̄, s̄) ∈ Σ× [0, 1) such that β(ψρ[z̄, s̄]) = 0.
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Proof

a) Observe that ψ̄ρ[z, 1](x) = w(x− ρz), then by (3.9)–(3.11) and (3.13)

β(ψρ[z, 1]) = β(ψ̄ρ[z, 1]) = β(w(· − ρz)) = β(w(·)) + ρz = ρz.

b) follows from a), the continuity of the maps β and ψρ, and the invariance of
topological degree by homotopy. Indeed, considering for all ρ > 0 the map Gρ : Σ ×
[0, 1] → R

3 defined by Gρ(z, s) = (1 − s)ρe1 + sρz, taking into account a), we deduce
0 6= d(Gρ,Σ× [0, 1), 0) = d(β ◦ψρ,Σ× [0, 1), 0), thus the equation β ◦ψρ(z, s) = 0 must
have a solution (z̄, s̄) ∈ Σ× [0, 1).

q.e.d.

Proposition 3.5 There exists ρb ∈ R
+ \ {0} such that

max{I(ψρ[z, 1]) : z ∈ Σ} < B0 ∀ρ > ρb. (3.14)

Proof Since ψρ[z, 1](x) = tρ,z,1 ψ̄ρ[z, 1](x), and ψ̄ρ[z, 1] = w(· − ρz), one can obtain
(3.14) by a quite analogous argument to that displayed to prove (3.2) in Proposition
3.1.

q.e.d.

Lemma 3.6 There exist c, qη ∈ R
+ \ {0} such that

∫

R3

K(x)φw(·−ρζ)(x)w
2(x− ρζ) dx ≤ c e−(2+qη)ρ,

for all ζ ∈ R
3 : |ζ| ≥ 1.

Proof Without any loss of generality we can suppose |ζ| = 1 and fix ζ = e1.
Let us set q = η−2

2(η+2)
and consider ρ > 2R̄

1−2q
, then using (4) of Proposition 2.1, the
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asymptotic decay of w, and assumption (HK), we infer

Φ(w(· − ρe1))(x) =
1

4π

∫

R3

1

|x− y|K(y)w2(y − ρe1)dy

=
1

4π

(

∫

{y1<( 1
2
−q)ρ}

1

|x− y|K(y)w2(y − ρe1)dy

+

∫

{y1>( 1
2
−q)ρ}

1

|x− y|K(y)w2(y − ρe1)dy

)

≤ c

(

e−2( 1
2
+q)ρ

∫

{y1<( 1
2
−q)ρ}

K(y)

|x− y|dy

+e−η(
1

2
−q)ρ

∫

{y1>( 1
2
−q)ρ}

w2(y − ρe1)

|x− y| dy

)

≤ ce−(1+2q)ρ

(

∫

{y1<( 1
2
−q)ρ}

K(y)

|x− y|dy

+

∫

{y1>( 1
2
−q)ρ}

w2(y − ρe1)

|x− y| dy

)

≤ ce−(1+2q)ρ.

Then, a similar computation gives
∫

R3

K(x)φw(·−ρe1)(x)w
2(x− ρe1)dx ≤ c e−(1+2q)ρ

∫

R3

K(x)w2(x− ρe1)dx

= c e−(1+2q)ρ

(

∫

{y1<( 1
2
−q)ρ}

K(x)w2(x− ρe1)dy

+

∫

{y1>( 1
2
−q)ρ}

K(x)w2(x− ρe1)dy

)

≤ c e−(1+2q)ρ(e−(1+2q)ρ) = c e−(2+4q)ρ.

So the claim is obtained choosing qη = 4q.
q.e.d.

Lemma 3.7 Let tρ,z,s and τρ,z,s be the numbers defined in (3.13). There exists a con-
stant C > 0 such that

tρ,z,s < C, ∀ρ > 0, ∀(z, s) ∈ Σ× [0, 1]. (3.15)
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Furthermore
tρ,z,s = τρ,z,s + o([ρe2ρ]−1). (3.16)

Proof First, let us observe that

‖ψ̄ρ[z, s]‖ ≤ ‖w(x− ρe1)‖+ ‖w(x− ρz)‖ = 2‖w‖ (3.17)

and

|ψ̄ρ[z, s]|p+1 ≥
1

2

(
∫

B(0,1)

wp+1dx

)
1

p+1

> 0. (3.18)

Therefore (3.15) comes straightly from (2.10).
Now, again using (2.10), we write

tp−1
ρ,z,s =

‖ψ̄ρ[z, s]‖2
|ψ̄ρ[z, s]|p+1

p+1 −
∫

R3 α|ψ̄ρ[z, s]|p+1dx
(3.19)

+
t2ρ,z,s

∫

R3 K(x)φψ̄ρ[z,s]ψ̄
2
ρ[z, s]dx+

∫

R3 W (x)ψ̄2
ρ[z, s]dx

|ψ̄ρ[z, s]|p+1
p+1 −

∫

R3 α|ψ̄ρ[z, s]|p+1dx
.

By (3.15) and Lemma 3.6, we obtain at once

tρ,z,s

∫

R3

K(x)φψ̄ρ[z,s](ψ̄ρ[z, s])
2dx = o([ρe2ρ]−1), (3.20)

while, by Lemma 2.9 and assumptions (HV ), and (Ha) we get respectively

∫

R3

W (x)(ψ̄ρ[z, s])
2dx = o([ρe2ρ]−1), (3.21)

∫

R3

α(x)(ψ̄ρ[z, s])
p+1dx = o([ρe2ρ]−1). (3.22)

Moreover, considering (3.18) and (3.17), we infer

0 < c ≤ |ψ̄ρ[z, s]|p+1 ≤ |w(x− ρe1)|p+1 + |w(x− ρz)|p+1 = 2|w|p+1,

and

0 <
1

2

(
∫

B(0,1)

(|∇w|2 + w2)dx

)
1

2

≤ ‖ψ̄ρ[z, s]‖ ≤ 2‖w‖.

Lastly, we obtain

‖ψ̄ρ[z, s]‖2
|ψ̄ρ[z, s]|p+1

p+1 −
∫

R3 α|ψ̄ρ[z, s]|p+1dx
=

‖ψ̄ρ[z, s]‖2
|ψ̄ρ[z, s]|p+1

p+1

+ o([ρe2ρ]−1). (3.23)
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Then, inserting (3.20), (3.21), (3.23) in (3.19) we deduce

tp−1
ρ,z,s =

‖ψ̄ρ[z, s]‖2
|ψ̄ρ[z, s]|p+1

p+1

+ o([ρe2ρ]−1) = τ p−1
ρ,z,s + o([ρe2ρ]−1)

that gives (3.16), as desired.
q.e.d.

Proposition 3.8 There exists a number ρa > 0 such that for all ρ > ρa

max{I(ψρ[z, s]) : (z, s) ∈ Σ× [0, 1]} < 2m∞.

Proof In what follows we set ερ = [ρe2ρ]−1.

By using (2.9) and (3) of Proposition 2.1, we write

I(ψρ[z, s]) =

(

1

2
− 1

p+ 1

)

‖tρ,z,sψ̄ρ[z, s]‖2 +
(

1

2
− 1

p+ 1

)

t2ρ,z,s

∫

R3

W (x)ψ̄2
ρ[z, s] dx

+

(

1

4
− 1

p+ 1

)

t4ρ,z,s

∫

R3

K(x)φψ̄ρ[z,s]ψ̄
2
ρ[z, s]dx,

from which using Lemmas 3.6 and 3.7, and equalities (3.21) and (2.14), we deduce that
the following estimate holds true uniformly with respect to (z, s) ∈ Σ× [0, 1] :

I(ψρ[z, s]) =

(

1

2
− 1

p+ 1

)

‖tρ,z,sψ̄ρ[z, s]‖2 + o(ερ)

=

(

1

2
− 1

p+ 1

)

‖τρ,z,sψ̄ρ[z, s]‖2 +
(

1

2
− 1

p+ 1

)

(t2ρ,z,s − τ 2ρ,z,s)‖ψ̄ρ[z, s]‖2

+o(ερ)

=

(

1

2
− 1

p+ 1

)

‖τρ,z,sψ̄ρ[z, s]‖2 + o(ερ) = I∞(ψ∞,ρ[z, s]) + o(ερ).

Therefore, the claim is proved once one shows that some c̄ > 0 exists such that

I∞(ψ∞,ρ[z, s]) ≤ 2m∞ − c̄ερ + o(ερ) uniformly in (z, s) ∈ Σ× [0, 1]. (3.24)

Now, let us estimate I∞(ψ∞,ρ[z, s]):

I∞(ψ∞,ρ[z, s]) = I∞(τρ,z,sψ̄ρ[z, s]) =

(

1

2
− 1

p+ 1

)

‖τρ,z,sψ̄ρ[z, s]‖2

=

(

1

2
− 1

p+ 1

)

(

ψ̄ρ[z, s]‖2
|ψ̄ρ[z, s]|2p+1

)
p+1

p−1

. (3.25)
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By direct computation, taking into account that w solves (P∞), we obtain

‖ψ̄ρ[z, s]‖2 = [(1− s)2 + s2]‖w‖2 + 2s(1− s)

∫

R3

wp(x− ρe1)w(x− ρz)dx, (3.26)

and, by Lemma 2.9, we can assert that c1 > 0 exists such that

lim
ρ→+∞

1

ερ

∫

R3

wp(x− ρe1)w(x− ρz)dx = lim
ρ→+∞

1

ερ

∫

R3

w(x− ρe1)w
p(x− ρz)dx = c1.

(3.27)
Thus, inserting (3.27) in (3.26) we deduce

‖ψ̄ρ[z, s]‖2 = [(1− s)2 + s2]‖w‖2 + 2s(1− s)c1ερ + o(ερ). (3.28)

On the other hand, applying Lemma 2.8 and using (3.27) we get

|ψ̄ρ[z, s]|p+1
p+1 =

∫

R3

[(1− s)w(x− ρe1) + sw(x− ρz)]p+1dx (3.29)

≥ [(1− s)p+1 + sp+1]|w|p+1
p+1 + p[(1− s)ps+ (1− s)sp]c1ερ + o(ερ).

Combining estimates (3.28) and (3.29) and taking advantage of a Taylor expansion,
we then obtain for all s ∈ [0, 1] and z ∈ Σ

‖ψ̄ρ[z, s]‖2
|ψ̄ρ[z, s]|2p+1

≤ [(1− s)2 + s2]‖w‖2 + 2s(1− s)c1ερ + o(ερ)

([(1− s)p+1 + sp+1]|w|p+1
p+1 + p[(1− s)ps+ (1− s)sp]c1ερ + o(ερ))

2

p+1

=
(1− s)2 + s2

((1− s)p+1 + sp+1)
2

p+1

‖w‖2
|w|2p+1

+ γ(s)ερ + o(ερ) (3.30)

where

γ(s) =
2s(1− s)c1

[(1− s)p+1 + sp+1]
2

p+1

1

|w|2p+1

[

1− p

p+ 1

(1− s)2 + s2

(1− s)p+1 + sp+1
[(1− s)p−1 + sp−1]

]

.

Now, let us observe that γ(1/2) < 0, because p > 1, so taking into account (2.15), we
can assert the existence of a neighbourhood I(1/2) of 1/2 and of a constant c̄ > 0 such
that

I∞(ψ∞,ρ[z, s]) ≤
(

1

2
− 1

p+ 1

)[

2
p−1

p+1
‖w‖2
|w|2p+1

]

p+1

p−1

− c̄ερ + o(ερ)

= 2

(

1

2
− 1

p+ 1

)

|w|p+1
p+1 − c̄ερ + o(ερ)

= 2m∞ − c̄ερ + o(ερ) ∀z ∈ Σ, ∀s ∈ I(1/2). (3.31)
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Similar computations show that

lim
ρ→+∞

max{I∞(ψ∞,ρ[z, s]) : z ∈ Σ, s ∈ [0, 1] \ I(1/2)}

= max







(

(1− s)2 + s2

[(1− s)p+1 + sp+1]
2

p+1

)
p+1

p−1

m∞ : s ∈ [0, 1] \ I
(

1

2

)







< 2m∞. (3.32)

(3.31) and (3.32) give (3.24) completing the proof.
q.e.d.

Proof of Theorem 1.1 Let us fix ρ > max{ρb, ρa} being ρb and ρa the numbers whose
existence is claimed in Propositions 3.5 and 3.8, respectively. Let us set

A = max
Σ×[0,1]

I(ψρ[z, s]), T = max
Σ

I(ψρ[z, 1]).

Moreover in what follows let us denote by Ic := {u ∈ N : I(u) ≤ c}.
Applying Propositions 3.1, 3.5, 3.4, and 3.8, the following chain of inequalities is

obtained
m∞ < T < B0 ≤ A < 2m∞. (3.33)

We claim that there exists a critical value in [B0,A]. Assume, by contradiction, that
this is not the case. Then, since by Corollary 3.2 the Palais-Smale condition holds
in (m∞, 2m∞), we can apply usual deformation arguments (see f.i.[21]) and assert the
existence of a number δ > 0 and a continuous function

σ : IA → IB0−δ

such that B0 − δ > T and

σ(u) = u ∀u ∈ IB0−δ. (3.34)

Thus
0 /∈ (β ◦ σ ◦ ψρ)(Σ× [0, 1]).

On the other hand, considering the choice of ρ, Proposition 3.4, the inclusion ψρ(Σ×
{1}) ⊆ IT , and the continuity of β, σ, ψρ we deduce, thanks to the invariance of
topological degree by homotopy, 0 6= d(Gρ,Σ × [0, 1), 0) = d(β ◦ σ ◦ ψρ,Σ × [0, 1), 0),
being, as in Proposition 3.4, Gρ(z, s) = (1− s)ρe1 + sρz.

Therefore, we conclude that

∃(z̃, s̃) ∈ Σ× [0, 1) : (β ◦ σ ◦ ψρ)(z̃, s̃) = 0

reaching a contradiction and proving the claim.
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Now, to complete the proof we only must show that the solution of (2.3) corre-
sponding to the critical level existing in the interval (m∞, 2m∞) is a constant sign
solution. To this end we show that if u is a solution of (2.3) u+ 6= 0 and u− 6= 0, then
I(u) ≥ 2m∞. The argument is analogous to that of Remark 2.6. Since one easily sees
that u+ ∈ N and u− ∈ N then, by Proposition 3.1, I(u+) ≥ m∞ and I(u−) ≥ m∞,
from which I(u) = I(u+) + I(u−) ≥ 2m∞ follows. q.e.d.
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