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ABSTRACT. We give a proof of the Sharkovsky Theorem that is self-
contained, short, direct and naturally adapted to the doubling struc-
ture of the Sharkovsky ordering.

1. INTRODUCTION

In this note f is a continuous function from an interval intoR; although
this is usually assumed in the literature, the interval need not be closed
or bounded. f n denotes the n-fold composition of f with itself. A point
p is a periodic point for f if f n(p) = p for some n > 0. By the period
of a periodic point p we mean the smallest positive integer m such that
f m(p) = p. In other words, the period of p is the number of distinct points
in the orbit or cycle O := { f k(p) |∈N}. If p has period m, then f n(p) = p if
and only if n is a multiple of p.1 A fixed point is a periodic point of period
1. If f has a periodic point of period m, then m is called a period for (or
of ) f .

1.1. The Sharkovsky Theorem. The Sharkovsky Theorem involves the fol-
lowing ordering of the set N of positive integers, which is known as the
Sharkovsky ordering:

3⊲ 5 ⊲ 7⊲ · · ·⊲ 2·3 ⊲ 2·5 ⊲ 2·7⊲ · · ·⊲ 22
·3 ⊲ 22

·5 ⊲ 22
·7 ⊲ · · ·⊲ 23

⊲ 22
⊲ 2⊲ 1.

This is a total ordering; we write m ⊲ l or l ⊳ m whenever m is to the
left of l . Note that m ⊲ l ⇔ 2m ⊲ 2l because the odd numbers greater
than 1 appear in decreasing order from the left end of the list, the number
1 appears at the right end, and the rest of N is included by successively
doubling these end pieces, and inserting these doubled strings inward:

odds,2 ·odds,22
·odds,23

·odds, . . . ,23
·1,22

·1,2 ·1,1.

Sharkovsky showed that this ordering describes which numbers can be
periods for a continous map of an interval.

Date: May 14, 2008.
1Dynamicists usually refer to m as the least period and, unlike in the present paper,

call any n for which f n(x) = x a period.
1
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Theorem 1.1 (Sharkovsky Forcing Theorem [S1]). If m is a period for f
and m ⊲ l , then l is also a period for f .

This shows that the set of periods of a continuous interval map is a tail
of the Sharkovsky order. A tail is a set T ⊂N such that s ⊲ t for all s ∉ T

and all t ∈ T . There are three types of tail: {m}∪ {l ∈N | l ⊳ m} for some
m ∈N, the set {. . . ,16,8,4,2,1} of all powers of 2, and ∅.

The following complementary result is sometimes called the converse
to the Sharkovsky Theorem, but is proved in Sharkovsky’s original papers.

Theorem 1.2 (Sharkovsky Realization Theorem [S1]). Every tail of the Shar-
kovsky order is the set of periods for a continous map of an interval into
itself.

The Sharkovsky Theorem is the union of Theorem 1.1 and Theorem 1.2:
A subset of N is the set of periods for a continuous map of an interval to
itself if and only if the set is a tail of the Sharkovsky order. We reproduce a
proof of the Realization Theorem in Section 5 at the end of this note.

Our aim is to present, with all details, a direct proof of the Forcing The-
orem that is conceptually simple, short (Subsections 4.1 and 4.3) and in-
volves no artificial case distinctions.

The standard proof of the Sharkovsky Forcing Theorem begins by study-
ing orbits of odd period with the property that their period comes earlier
in the Sharkovsky sequence than any other periods for that map. It shows
that such an orbit is of a special type, known as a Štefan cycle, and then
that such a cycle forces the presence of periodic orbits with Sharkovsky-
lesser periods. The second stage of the proof then considers various cases
in which the period that comes earliest in the Sharkovsky order is even.

We extract the essence of the first stage of the standard proof to pro-
duce an argument that does not need Štefan cycles, and we replace the
second stage of the standard proof by a simple and natural induction.

Our main idea is to select a salient sequence of orbit points and to
prove that this sequence “spirals out” in essentially the same way as the
Štefan cycles considered in the standard proof.

1.2. History. A capsule history of the Sharkovsky Theorem is in [M], and
[ALM] provides much context. The first result in this direction was ob-
tained by Coppel [C] in the 1950s: every point converges to a fixed point
under iteration of a continuous map of a closed interval if the map has no
periodic points of period 2; it is an easy corollary that a continuous map
must have 2 as a period if it has any periodic points that are not fixed. This
amounts to 2 being the penultimate number in the Sharkovsky ordering.

Sharkovsky obtained the results described above and reproved Cop-
pel’s theorem in a series of papers published in the 1960s [S1]. He also
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worked on other aspects of one-dimensional dynamics (see, for instance,
[S2]). Sharkovsky appears to have been unaware of Coppel’s paper. His
work did not become known outside eastern Europe until the second half
of the 1970s. In 1975 this Monthly published a famous paper Period three
implies chaos [LY] by Li and Yorke with the result that the presence of a
periodic point of period 3 implies the presence of periodic points of all
other periods. This amounts to 3 being the initial number in the Sharkov-
sky order. Some time after its publication, Yorke attended a conference in
East Berlin, and during a river cruise a Ukrainian participant approached
him. Although they had no language in common, Sharkovsky (for it was
he) managed to convey, with translation by Lasota and Mira, that unbe-
knownst to Li and Yorke (and perhaps all of western mathematics) he had
proved his results about periodic points of interval mappings well before
[LY], even though he did not at the time care to say what that result was.

Besides introducing the idea of chaos to a wide audience, Li and Yorke’s
paper was to lead to global recognition of Sharkovsky’s work2. Within
a few years of [LY] new proofs of the Sharkovsky Forcing Theorem ap-
peared, one due to Štefan [Š], and a later one, which is now viewed as the
“standard” proof, due to Block, Guckenheimer, Misiurewicz and Young
[BGMY]3, Burkart [B], Ho and Morris [HM] and Straffin [St]. Nitecki’s pa-
per [N] provides a lovely survey from that time. Alsedà, Llibre and Mi-
siurewicz improved this standard proof [ALM] and also gave a beautiful
proof of the realization theorem, which we reproduce in Section 5.

The result has also been popular with contributors to the Monthly. We
mention here a short proof of one step in the standard proof [BB] and
several papers by Du [D]. Reading the papers by Du inspired the work
that resulted in this article.

1.3. Related work. There is a wealth of literature related to periodic points
for 1-dimensional dynamical systems. [ALM] is a good source of perti-
nent information. There is a characterization of the exact structure of
a periodic orbit whose period is Sharkovsky-maximal for a specific map.
There is also work on generalizations to other permutation patterns (how
particular types of periodic points force the presence of others, and how
intertwined periodic orbits do so), to different one-dimensional spaces
(shaped like “Y”, “X” or “*”, say) and to multivalued maps.

2It should not be forgotten that Li and Yorke’s work contains more than a special case
of Sharkovsky’s: “chaos” is not just “periods of all orders”.

3This citation is often pronounced “bigamy”.
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2. CYCLES, INTERVALS AND COVERING RELATIONS

Definition 2.1. We say that an interval I covers an interval J and write
I → J if J ⊂ f (I ). An interval whose endpoints are in a cycle O of f is
called an O-interval. If it contains only two points of O then it is called a
basic O-interval, and these two points are said to be adjacent.

One of the basic ingredients is that, by the Intermediate Value Theo-
rem, I → J whenever f maps the endpoints of an interval I to opposite
sides of an interval J . Thus knowledge about a cycle O engenders knowl-
edge about how O-intervals are moved around by the map.

The other basic idea is that this knowledge of how intervals are moved
around in turn produces information about the presence of other peri-
odic points. This is the content of the next three lemmas. They hold for
any closed bounded intervals, although we apply them to O-intervals.

Lemma 2.2. If [a1, a2] → [a1, a2], then f has a fixed point in [a1, a2].

Proof. Take b1,b2 ∈ [a1, a2] with f (bi ) = ai . Then f (b1)−b1 ≤ 0 ≤ f (b2)−
b2. By the Intermediate-Value Theorem f (x)− x = 0 for some x between
b1 and b2. �

Lemma 2.3 (Itinerary Lemma). If J0 . . . , Jn−1 are closed bounded intervals
and J0 → ···→ Jn−1 (this is called a loop or n-loop of intervals) then there
is a fixed point p of f n such that f i (p) ∈ Ji for 0≤ i < n.

We say that a point p follows the loop if it satisfies the conclusion of the
lemma. Note that the period of p must be a factor of n if it follows a loop
of length n.

Proof. We write I ֌ J if f (I ) = J . If I → J , there is an interval K ⊂ I such
that K ֌ J because the intersection of the graph of f with the rectangle
I × J contains an arc that joins the top and bottom sides of the rectangle.
We can choose K to be the projection to I of such an arc.

I

J

K

Thus, there is an interval Kn−1 ⊂ Jn−1 such that Kn−1 ֌ J0. Then Jn−2 →

Kn−1, and there is an interval Kn−2 ⊂ Jn−2 such that Kn−2 ֌ Kn−1. Induc-
tively, there are intervals Ki ⊂ Ji , 0 ≤ i < n, such that

K0 ֌ K1 ֌ · · ·֌ Kn−1 ֌ J0.
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Any x ∈ K0 satisfies f i (x) ∈ Ki ⊂ Ji for 0 ≤ i < n and f n(x) ∈ J0. Since
K0 ⊂ J0 = f n(K0), Lemma 2.2 implies that f n has a fixed point in K0. �

We wish to ensure that the period of the point p found in Lemma 2.3 is
n and not a proper divisor of n, such as for the 2-loop [−1,0] ⇄ [0,1] of
f (x) =−2x, which is followed only by the fixed point 0.

Definition 2.4. We say that a loop J0 → ··· → Jn−1 of intervals is elemen-
tary if every p that follows it has period n.4

With this notion, the conclusion of Lemma 2.3 gives us:

Proposition 2.5. The presence of an elementary loop J0 → ··· → Jn−1 im-
plies the existence of a periodic point p with period n that follows the loop.

This makes it interesting to give convenient criteria for being elemen-
tary. The simplest is that any loop of length 1 is elementary (since the
period of a point that follows such a loop must be a factor of 1). A crite-
rion with wider utility is:

Lemma 2.6. A loop J0 → ··· → Jn−1 of O-intervals is elementary if it is not
followed by a point of O and the interior Int(J0) of J0 is disjoint from each
of J1, . . . , Jn−1.

Proof. If f n(p) = p and p follows the loop, then p ∉ O, so p ∈ Int(J0). If
0< i < n then f i (p) ∉ Int(J0), so p 6= f i (p). Thus p has period n. �

3. WARMUP

This section contains three examples that illustrate the arguments that
will be used in the subsequent proof of the Sharkovsky Forcing Theorem.
This section is not part of the proof and can be skipped, but it may serve
to emphasize the ideas of the proof.

The first example is the most celebrated special case of the Sharkovsky
Theorem: that period 3 implies all periods. The second example applies
the same method to a longer cycle and illustrates how our choice of O-
intervals differs from that made in the standard proof. The third example
illustrates our induction argument, which is built on the doubling struc-
ture of the Sharkovsky order.

3.1. Period 3 implies all periods. A 3-cycle comes in two versions that
are mirror images of one another:

I2[ ][ ]I1 I1[ ][ ]I2

• • • • • •

4This is a different use of the word “elementary” from the one in [ALM].
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For the cycle shown on the left we denote the left and right intervals be-
tween the dots by I2 and I1, respectively. For the cycle on the right we
make the opposite choice, as shown above. Then I1 → I1, I1 → I2 and
I2 → I1. We also write this more graphically as I1 ⇄ I2. Since I1 → I1,
it follows from Lemma 2.2 that I1 contains a fixed point of f . The points
of O cannot follow the cycle I1 → I2 → I1 because they are periodic points
with least period 3 whereas a point that follows this cycle must have least
period 1 or 2. It follows from Lemma 2.6 that f has an orbit with least
period 2. Points of O cannot stay in the interval I1 for more than two con-
secutive iterates of f . Hence the loop

I2 →

l −1 copies of I1
︷ ︸︸ ︷

I1 → I1 →···→ I1 → I2

is elementary if l > 3. By Lemma 2.6, f has a periodic point of least period
l for each l > 3.

This shows a special case of the Sharkovsky Theorem: the presence of
a period-3 orbit causes every positive integer to be a least period.

3.2. A 7-cycle. Consider a 7-cycle O and a choice of O-intervals as fol-
lows:

[ ]I6 [ ]I5

[ ]I4

[ ]I3

[ ]I2

[ ]I1

•x6 •x4 •x2 •x0 •x1 •x3 •x5

With this choice of intervals we get the following covering relations:

(1) I1 → I1,
(2) I1 → I2 → I3 → I4 → I5 → I6 → I1, and
(3) I6 → I5, I3, I1.

This information can be summarized in a graph as follows:

I 1 I 2

I6 I3

I5 I4

From this graph we read off the following loops.

(4) I1 → I1,
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(5) I6 → I5 → I6,
(6) I6 → I3 → I4 → I5 → I6,
(7) I6 → I1 → I2 → I3 → I4 → I5 → I6,
(8) I6 → I1 → I1 → ··· → I1 → I2 → I3 → I4 → I5 → I6 with 3 or more

copies of I1.

I1 → I1 is elementary because it has length 1, and the remaining loops
are elementary by Lemma 2.6 because the interior of I6 is disjoint from
the interiors of the other intervals and the loops cannot be followed by a
point of O for reasons familiar from the previous example. The lengths of
these loops are 1, 2, 4, 6 and anything larger than 7, which proves that this
cycle forces every period l ⊳ 7.

The standard proof uses a different choice of O-intervals to study this
example: the interval Ii for each i with 2 ≤ i ≤ 5 is replaced by the inter-
val between xi and xi−2. With this alternate choice one still obtains the
covering relations (1)–(3). Our choice of O-intervals adapts better to the
more general situation studied in Subsection 4.1.

3.3. A 6-cycle. Consider the 6-cycle

[ ]I ′1 [ ]I1

[ ]I ′2 [ ]I2

• • • • • • .

The crucial feature here is that the 3 points in the left half are mapped to
the 3 points in the right half and vice versa.

Therefore, the 3 points in the right half form a cycle for the second it-
erate f 2, and specifically, it is a cycle of the form • → •→ •, just like the
first example of this section. As before, we then get the covering relations
I1 → I1, I1 → I2 and I2 → I1, and so we can conclude as before that f 2 has
elementary loops of all lengths.

Here is a way of producing elementary loops for f itself from these: For
every elementary k-loop for f 2 made using the covering relations I1 → I1,
I1 → I2 and I2 → I1, replace each occurrence of “I1 →” by “I1 → I ′1 →”
and each occurrence of “I2 →” by “I2 → I ′2 →”. This produces a legitimate
2k-loop for f , which is elementary for the following reason. If a point p
follows the 2k-loop under f , then p follows the original elementary k-
loop under f 2 and hence has period k for f 2. On the other hand, the
iterates of p under f alternate sides since the 2k-loop for f alternates
between primed and unprimed intervals. Therefore the period of p for
f is 2k. Since k was arbitrary, this shows that this 6-cycle forces all even
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periods (as well as period 1, which we obtain from the unnamed interval
in the center, which covers itself under f ).

4. PROOF THE SHARKOVSKY FORCING THEOREM

Let O be a cycle of f with length m. We show that there are orbits of pe-
riod l for every l ⊳ m. This is accomplished by finding elementary l-loops
of O-intervals for all l ⊳ m and then applying Proposition 2.5 to deduce
the existence of cycles of those lengths. In doing so we work directly with
the cycle O itself; we do not need to assume that m is the period of f that
comes earliest in the Sharkovsky order.

If O is a nontrivial cycle, i.e., if m ≥ 2, let p be the rightmost of those
points in O for which f (p) > p, and let q be the point of O to the imme-
diate right of p. Then f (p) ≥ q and f (q) ≤ p. We set I = [p, q]. These
choices have as an immediate consequence that I → I .

We fix a point c ∈ Int(I ). The midpoint of I is a natural choice, but any
point of Int(I ) will do.

For x ∈ O we denote by Ox the set of points of O in the closed interval
bounded by x and c.

Definition 4.1. We say that x ∈O switches sides if x and f (x) are on oppo-
site sides of c.

The endpoints of the interval I , namely p and q , switch sides.

Remark 4.2. If all points of O switch sides, then f is a bijection between
OL and OR , where L :=minO and R :=maxO. In particular m is even.

The proof begins with the case in which not every point switches sides.
This is the content of the next proposition, which then provides the base
for an inductive argument.

4.1. The main case: not all points of O switch sides.

Proposition 4.3. If an m-cycle O with m ≥ 2 contains a point that does
not switch sides, then there is an elementary l-loop of O-intervals for each
l ⊳ m.

Proof. We begin by constructing a sequence x0, x1, . . . , xk of points in O

that “spirals out as fast as possible”.
Choose x0 and x1 to be the endpoints of I , labeled in such a way that

f (x1) 6= x0. Such a labeling is possible, since otherwise O= {x0, x1} and all
points of O would switch sides, contrary to the hypothesis of the proposi-
tion:

• p q p q • • p q •

x1 = q x1 = p x1 = p or q
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We extend the sequence inductively as follows. If i ≥ 1 and all points of
Oxi switch sides, then xi+1 is the point of f (Oxi ) that is furthest from c;
otherwise xi+1 is not defined.

Consecutive terms of this sequence are on opposite sides of c. Conse-
quently, x0, x2, . . . , x2i , . . . are all on one side of c and x1, x3, . . . , x2i+1, . . . are
all on the other side of c.

Lemma 4.4. xi+2 is further from c than xi if both points are defined.

Proof. For i = 0 this follows from the fact that x2 = f (x1) 6= x0.
If i ≥ 1 and xi+1 and xi+2 are both defined, all points of Oxi and Oxi+1

switch sides and we have the inclusions f (Oxi ) ⊂ Oxi+1 and f (Oxi+1 ) ⊂
Oxi+2 , whence f 2(Oxi ) ⊂Oxi+2 . Since f is one-to-one on O this shows that
Oxi+2 has at least as many points as Oxi . Consequently, xi+2 is at least as
far from c as xi .

On the other hand, we cannot have xi+2 = xi for then we would have
f (Oxi ∪Oxi+1 ) ⊂Oxi ∪Oxi+1 but Oxi ∪Oxi+1 6=O because all points of Oxi ∪

Oxi+1 switch sides (since xi+1 and xi+2 are both defined). This is impossi-
ble since f is a cyclic permutation of O. �

Corollary 4.5. The points x0, x1, . . . are all distinct, and this sequence ter-
minates with xk for some k < m.

We now construct a sequence of O-intervals for which we have cover-
ing relations that will produce loops of length 1, length l for every even
l ≤ k and length l for every l ≥ k +2. We will then use Lemma 2.6 to verify
that these loops are elementary. Since k < m, this set of lengths includes
1, every even l < m and every l > m, that is, every l ⊳ m.

A simpleminded choice of intervals that produces the desired cover-
ing relations (but does not allow application of Lemma 2.6) is as follows.
For 1 ≤ i < k let Ji be the shortest O-interval that contains Oxi and both
endpoints of the interval I . It follows from Lemma 4.4 that Jk−1 ⊃ Jk−3 ⊃

Jk−5 ⊃ ·· · and Jk−2 ⊃ Jk−4 ⊃ ·· · . Let Jk be the shortest O-interval that con-
tains Oxk . With these choices we have:

(1) J1 → J1;
(2) Ji → Ji+1 for 1≤ i < k;
(3) Jk → Jk−1.

We obtain (1) because J1 = I → I as noted above. We obtain (2) because
Ji contains the endpoints of I and the point yi ∈ Oxi for which f (yxi ) =
xi+1; this ensures that f (Ji ) contains both the interval I and the point
xi+1. Since Oxk ⊃ Oxk−2 by Lemma 4.4, Jk contains yk−2, which switches
sides and maps to xk−1. But Jk also contains a point z ∈ O that does not
switch sides. It follows that f (Jk ) contains both xk−1 and f (z), which is
on the other side of c from xk−1. This gives us (3).
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We now shrink the intervals Ji to intervals Ii that have all of the desired
properties. For 1 ≤ i < k let Ii be the shortest O-interval that contains
yi and both endpoints of I . Let Ik be the O-interval bounded by yk−2

and the point z chosen in the previous paragraph. It is obvious from the
definitions that Ii ⊂ Ji for 1 ≤ i ≤ k and I1 = J1 = I . The arguments in the
previous paragraph apply word-for-word to show that I1 → J1, Ii → Ji+1

for 1 ≤ i < k, and Ik → Jk−1. Since Jk−1 ⊃ I and Jk−1 ⊃ Jk−3 ⊃ ·· · we obtain
the covering relations:

(4) I1 → I1,
(5) I1 → I2 →···→ Ik → I1, and
(6) Ik → Ik−1, Ik−3, . . . .

Example 4.6. Here are the intervals I1, I2, . . . for a typical orbit.

[ ]I6 [ ]I5

[ ]I4

[ ]I3

[ ]I2

[ ]I1

•z •y4 • •y2 •p •y1 •y3 • •y5

x6 x4 x2 x0 x1 x3 x5

The advantage of the I -intervals over the J-intervals is that we can ap-
ply Lemma 2.6 to loops involving the I -intervals:

Lemma 4.7. Ii ∩ Int(Ik) =∅ for 1≤ i < k.

Proof. The point z is further from c than xk−2 because z does not switch
sides and all points of Oxk−2 do switch sides. Consequently Int(Ik) lies on
the opposite side of xk−2 from c. On the other hand, Jk−2∪ Jk−1 lies on the
same side of xk−2 as c and Ii ⊂ Jk−2 ∪ Jk−1 for 1 ≤ i < k. �

The covering relations (4–6) can be summarized in a graph as follows:

I 1
. . .

Ik Ik−5

Ik−1 Ik−4

Ik−2 Ik−3

From this graph we read off the following loops:
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(7) I1 → I1;
(8) Ik → Ik−(l−1) → Ik−(l−2) →···→ Ik−2 → Ik−1 → Ik for even l ≤ k;
(9) Ik → I1 → I1 → ··· → I1 → I2 → ··· → Ik−1 → Ik with j occurrences

of I1.

The loop in (7) is elementary because it has length 1. Lemma 4.7 and
Lemma 2.6 will tell us that the loops in (8) and (9) are elementary once we
show that they cannot be followed by a point of O. This is the case for the
loops in (8) because they have length l ≤ k < m. The loops in (9) are not
followed by a point of O in the following cases.

• j = 1: since this loop has length k < m.
• j = 2 and k < m −1: since this loop has length k +1 < m.
• j > 2: since these loops have at least 3 repetitions of I1.

The one exceptional case is that of j = 2 and k = m −1 when the loop in
(9) has length m and is not needed to produce a periodic point.

The loop in (7) has length 1. The loops in (8) have all even lengths up
to k. The elementary loops in (9) have all lengths l ≥ k, except possibly m
itself.

Note that if l ⊳ m then either l = 1, l > m or l < m and l is even. Thus
there are elementary loops of length l for every l ⊳ m. �

4.2. Digression. As we just noted in the proof, if k < m − 1 in Corollary
4.5, the orbit O will force periods l = 1, even l ≤ k and every l ≥ k, and this
includes some periods that precede m in the Sharkovsky order.

An extreme situation of this type is given by any cycle in which the point
q chosen at the beginning of Section 4 is R = maxO and f (q) = L = minO,
i.e., a cycle of the form •· · ·•→•. It has k = 2 and thus forces period 3 and
hence all periods.

On the other hand, if k = m−1, there will be only one point of O, namely
xm−1, that does not switch sides. The point xm−1 must be either the left-
most or rightmost point of O and the sequence x0, x1, . . . must spiral out-
wards clockwise or counterclockwise as shown:

xm−1 . . . x4 x2 x0 x1 x3 . . . xm−2 or xm−2 . . . x3 x1 x0 x2 x4 . . . xm−1 .

Furthermore we must have f (xi ) = xi+1 for 0≤ i < m−1. These orbits are
called Štefan cycles. They are central to the standard proof of the Shar-
kovsky Theorem. Our proof is more direct because we do not need these
cycles, but they inspired our construction of the sequence xi in the proof
of Proposition 4.3.

4.3. The general case: inductive argument. The Sharkovsky Forcing The-
orem 1.1 follows immediately from Proposition 2.5 once we establish that
an m-cycle O has an elementary l-loop of O-intervals for each l ⊳ m.
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This fact will be proved by induction on m. In order to carry out this
induction we first need to remark on a feature of the loops obtained in
Proposition 4.3 that we did not previously comment on. This is that ev-
ery covering relation in those loops was obtained from information on
how points of the given cycle move around. This means that all covering
relations produced by these arguments have the following property.

Definition 4.8. A covering relation I → J of O-intervals is said to be O-
forced if J lies in the closed interval whose endpoints are the leftmost and
rightmost points of f (I ∩O). A loop of O-intervals is said to be O-forced if
every arrow in it arises from an O-forced covering relation.

It is important for our inductive argument to note that all loops ob-
tained in the proof of Proposition 4.3 are O-forced loops. (Indeed, any
covering relation derived only from information about the dynamics on
O will be O-forced.)

We now state and prove the needed fact in the form that allows us to
prove it by induction.

Proposition 4.9. An m-cycle O has an O-forced elementary l-loop of O-
intervals for each l ⊳ m.

Proof. The proof proceeds by induction on m.
Proposition 4.9 is vacuously true for m = 1 since there is no l ⊳ 1.
Suppose now that Proposition 4.9 is known for all cycles of length less

than m. Let O be an m-cycle. If there is a point that switches sides, then
the conclusion of Proposition 4.9 follows by Proposition 4.3 and our ob-
servation that Proposition 4.3 produces O-forced loops.

Otherwise, all points switch sides, and Remark 4.2 tells us that m is
even and f is a bijection between OL and OR , where L :=minO and R :=
maxO.

For the second iterate, f 2, both OL and OR are cycles of length m/2,
and by the inductive assumption we can apply Proposition 4.9 to either of
these, in particular to OR . Hence f 2 has an elementary OR -forced k-loop
of OR -intervals for each k ⊳ m/2. It remains to deduce from this that f has
an elementary O-forced 2k-loop of O-intervals for each k ⊳ m/2 as well
as an elementary 1-loop. Accordingly, the next proposition concludes the
induction. �

Proposition 4.10. Let O be a cycle of f all of whose points switch sides,
and suppose the cycle OR of f 2 gives rise to an elementary OR -forced k-
loop of OR -intervals for f 2. Then there is an elementary O-forced 2k-loop
of O-intervals for f . In addition, there is an elementary O-forced 1-loop
for f .
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Proof. The 1-loop is the middle O-interval, which lies between the right-
most point of OL and the leftmost point of OR . For an elementary k-loop

(1) J0 → J1 → J2 →···→ Jk−1 → J0

of OR -intervals for f 2, let J ′i be the shortest closed interval that contains
f (Ji ∩O) ⊂ OL . The intervals J ′1, . . . , J ′k−1 lie to the left of c. Because the
covering Ji → Ji+1 for f 2 is OR -forced, we also have J ′i → Ji+1 for f , and
this covering is O-forced. Therefore, we get an O-forced 2k-loop for f :

(2) J0 → J ′0 → J1 → J ′1 →···→ Jk−1 → J ′k−1 → J0 .

A periodic point p for f that follows the loop (2) is a periodic point for f 2

that follows the elementary loop (1) and hence has period k with respect
to f 2. Since the intervals in the loop (2) are alternately to the right and the
left of the center, so are the iterates of p under f . Hence p has period 2k
with respect to f , and (2) is elementary. �

5. THE SHARKOVSKY REALIZATION THEOREM

An elegant proof of the Sharkovsky Realization Theorem 1.2 is given in
[ALM]. They consider the family of truncated tent maps Th : [0,1] → [0,1],
x 7→ min(h,1−2|x −1/2|) for 0≤ h ≤ 1.

h
Th

The truncated tent maps have several key properties.

(a) T0 has only one periodic point (the fixed point 0) while the tent map
T1 has a 3-cycle {2/7,4/7,6/7} and hence has all natural numbers as
periods by the Sharkovsky Forcing Theorem 1.1.

(b) T1 has a finite number of periodic points for each period5.
(c) If h ≤ k, any cycle O ⊂ [0,h) of Th is a cycle for Tk , and any cycle O ⊂

[0,h] of Tk is cycle for Th.

What makes the proof so elegant is that h plays three roles: as a parame-
ter, as the maximum value of Th, and as a point of an orbit.

For m ∈ N, let h(m) :=min{maxO | O is an m-cycle of T1}. From this
definition and (c) with k = 1 we obtain:

(d) Th has an l-cycle O⊂ [0,h) if and only if h(l ) < h.

5Inspection of the graph of T n
1 shows that it has exactly 2n fixed points.
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(e) The orbit of h(m) is an m-cycle for Th(m), and all other cycles for Th(m)

lie in [0,h(m)).

From (e) and the Sharkovsky Forcing Theorem 1.1 we see that Th(m) has
an l-cycle that lies in [0,h(m)) for every l ⊳ m; it follows from (d) that
h(l ) < h(m). Since this holds for all m, we obtain:

(f) h(l ) < h(m) if and only if l ⊳ m.

We see from (d), (e) and (f) that for any m ∈N the set of periods of Th(m) is
the tail of the Sharkovsky order consisting of m and all l ⊳m.

The set of all powers of 2 is the only other tail of the Sharkovsky order
(besides ∅, which is the set of periods of the translation x 7→ x +1 on R).
h(2∞) := supk h(2k) > h(2k) by (f) for all k ∈N, so Th(2∞) has 2k-cycles for
all k by (d). Suppose Th(2∞) has an m-cycle with m not a power of 2. By
Theorem 1.1 Th(2∞) also has a 2m-cycle. Since the m-cycle and the 2m-
cycle are disjoint, at least one of them is contained in [0,h(2∞)), contrary
to (d) and (f).
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