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ABSTRACT. By introducing appropriate Banach spaces one can study the spectral properties of the generator of the semigroup defined by an Anosov flow. Consequently, it is possible to easily obtain sharp results on the Ruelle resonances and the differentiability of the SRB measure.

1. INTRODUCTION

In the last years there has been a growing interest in the dependence of the SRB measures on the parameters of the system. In particular, G. Gallavotti [11] has argued the relevance of such an issue for non-equilibrium statistical mechanics.

On a physical basis (linear response theory) one expects that the average behaviour of an observable changes smoothly with parameters. Yet the related rigorous results are very limited and the existence of very irregular dependence from parameters (think, for example, to the quadratic family) shows that, in general, smooth dependence must be properly interpreted to have any chance to hold.

The only cases in which some simple rigorous results are available are smooth uniformly hyperbolic systems and some partially hyperbolic systems. In particular, Ruelle [24] has proved differentiability and has provided an explicit (in principle computable) formula for the derivative in the case of SRB measures for smooth hyperbolic diffeomorphisms. Subsequently, D. Dolgopyat has extended such results to a large class of partially hyperbolic systems [8]. More recently Ruelle has obtained similar results for Anosov flows [26]. Ruelle’s proofs of the above results use the classical thermodynamic formalism and precise structural stability results which, although reasonably efficient for diffeomorphisms, produce a quite cumbersome proof in the case of flows. It should also be remarked that much of the results concerning statistical properties of dynamical systems are related to the analytical properties of the Ruelle zeta function [23, 1]. In the context of Anosov flows such properties have been first elucidated by Pollicott in [22].

In more recent years, several authors have attempted to put forward a different approach to the study of hyperbolic dynamical systems based on the direct study of the transfer operator (see [1] for an introduction to the theory of transfer operators in dynamical systems). Starting with [23, 5] it has become clear that it is possible
to construct appropriate functional spaces such that the statistical properties of
the systems are accurately described by the spectral data of the operator acting on
such spaces. The recent papers [19, 18, 12, 2, 3, 20, 9, 7, 21, 4, 13], have shown
that such an approach yields a simpler and far reaching alternative to the more
traditional point of view based on Markov partitions.

In this paper we present an application of these methods to the above men-
tioned issue: the differentiability properties of the SRB measure for Anosov flows.
Not only the formulae in [24] are easily recovered, but higher differentiability is
obtained as well whereby making rigorous some of the results in [25]. In addition,
the method employed yields naturally precise information on the structure of the
Ruelle resonances extending the results in [22, 27].

Note that the same strategy can be used to prove differentiability (and obtain
in principle computable formulae) for many other physically relevant quantities (at
least for $C^\infty$ flows) such as: Ruelle’s resonances and eigendistributions, the variance
in the central limit theorem (diffusion constant), the rate in the large deviations.
Also a small generalization of the present approach, that is considering transfer
operators with real potential, would apply to general Gibbs measures. This would
allow, for example, to obtain an easy alternative proof of the results in [17].

The key reason for the straightforwardness of the present approach is that, once
the proper functional setting is established, the usual formal manipulations to com-
pute the derivative are rigorously justified whereby making the argument totally
transparent.

The spaces used here are the ones introduced in [12] although similar results
could, most likely, be obtained by using the spaces introduced in [3, 4].

Recently some new results have been obtained on the stability of mixing [10]. It
would be interesting to investigate the relationship between such qualitative results
and the quantitative theory in this paper.

Finally, it should be remarked that the approach of the present paper is based
on the study of the resolvent, rather than the semigroup, in the spirit of [20]. Nev-
ertheless, a recent paper by M.Tsujii [29] has shown that it is possible to introduce
Banach spaces allowing the direct study of the semigroup, although limited to the
case of suspensions over an expanding endomorphism. Such an approach yields
much stronger results. To construct similar spaces for flows and, possibly, other
classes of partially hyperbolic systems is one of the current challenges of the field.

The plan of the paper is as follows: Section 2 details the systems we consider,
introduces the norms we use and corresponding Banach spaces and states the re-
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Remark 1.1. In the present paper we will use $C$ to designate a generic constant depending only on the Dynamical Systems $(\mathcal{M}, T_1)$, while $C_{a,b,...}$ will be used for a generic constant depending also on the parameters $a, b, ...$. Accordingly, the actual numerical value of $C$ may vary from one occurrence to the next.

2. Statements and results

Let us consider the $\mathcal{C}^\infty$ $d$-dimensional compact Riemannian manifold $\mathcal{M}$ and the Anosov flow $T_t \in \text{Diff}(\mathcal{M}, \mathcal{M})$. In other words the following conditions are satisfied.

**Condition 1.** $T$ satisfies the following

$$T_0 = \text{Id},$$

$$T_p \circ T_q = T_{p+q} \quad \text{for each } p, q \in \mathbb{R}.$$ That is $T_t$ is a flow.

**Condition 2.** At each point $x \in \mathcal{M}$ there exist a splitting of tangent space $T_x \mathcal{M} = E^s(x) \oplus E^u(x) \oplus E^u(x), \ x \in \mathcal{M}$. The splitting is continuous and invariant with respect to $T_t$. $E^\pm$ is one dimensional and coincides with the flow direction. In addition, for each $\nu \in E^\pm$, $DT_t \nu = 0 \implies \nu = 0$ and there exist $\lambda > 0$ such that

$$\|DT_t \nu\| \leq e^{-\lambda t} \|\nu\| \quad \text{for each } \nu \in E^s \text{ and } t \geq 0,$$

$$\|DT_{-t} \nu\| \leq e^{-\lambda t} \|\nu\| \quad \text{for each } \nu \in E^u \text{ and } t \geq 0.$$ That is the flow is Anosov.

A smooth flow naturally defines a related vector field $V$. Often the vector field is a more fundamental object than the flow, we will thus put our smoothness requirement directly on the vector field.

**Condition 3.** We assume $V \in \mathcal{C}^{r+1}, \ r > 1\footnote{In general one can have a $Ce^{-\lambda t}$ instead of $e^{-\lambda t}$ in the first two inequalities, yet it is always possible to change the Riemannian structure in order to have $C = 1$ by losing a little bit of hyperbolicity (e.g., define $\langle v, w \rangle_L := \int_{-L}^L e^{2\lambda s}|v(\lambda s)|d\lambda s$ with $\lambda < \lambda$ and $L$ such that $Ce^{(\lambda - \lambda)L} < 1$).}$ This implies $T_t \in \mathcal{C}^{r+1}$.

To study the statistical properties of such systems it is helpful to study the action of the dynamics on distributions. To this end let us define $L_t : \mathcal{D}'^{r+1} \to \mathcal{D}'^{r+1}$ by

$$\langle L_t h, \varphi \rangle := \langle h, \varphi \circ T_t \rangle, \quad \text{for all } \varphi \in \mathcal{C}^{r+1}.$$ (2.1)

It is easy to see that the $L_t$ are continuous.

**Remark 2.1.** Given the standard continuous embedding\footnote{The reason for such a condition, instead of the more natural $r > 0$, is purely technical and rests in the limitation $p \in \mathbb{N}$ for the spaces $\mathcal{B}^{p,n}$ used in the following. Most likely it could be removed either using the spaces in \footnote{In the following we will use indifferently $\langle h, \varphi \rangle$ and $h(\varphi)$ to designate the action of the distribution $h$ on the smooth function $\varphi$.} or generalizing the present spaces.} $\mathcal{C}^r \hookrightarrow \mathcal{D}'^r$ we can, and we will, view functions as distributions. In particular, if $h \in \mathcal{C}^r$, then it can be viewed as the density of the absolutely continuous measure $ih$. In such a case a simple computation shows that, setting

$$L_t h := [h \det(DT_t)^{-1}] \circ T_t^{-1},$$ (2.2)
\[ i\mathcal{L}_t = \mathcal{L}_t i. \] Formula (2.2) provides a more common expression for the transfer operator.

Unfortunately it turns out that the spectral properties of \( \mathcal{L}_t \) on the above spaces bear not clear relation with the statistical properties of the system. To establish such a connection in a fruitful way it is necessary to introduce Banach spaces that embody in their inner geometry the key properties of the system (that is the hyperbolicity).

The first step is to define appropriate norms on \( \mathcal{C}^\infty(M, \mathbb{C}) \) and then take the closure in the relative topology. The exact definition of the norms can be found in section 3 yet let us give here a flavor of the construction.

For each \( p \in \mathbb{N}, q \in \mathbb{R}_+ \), consider a set \( \Sigma \) of manifolds of roughly uniform size and close to the strong stable manifolds and let \( \mathcal{V} \) be the set of smooth vector fields (see section 3 for precise definitions). For each \( W \in \Sigma, v_1, \ldots, v_p \in \mathcal{V} \) and \( \varphi \in \mathcal{C}_0^{0,q}(W, \mathbb{C}) \) we can then define the linear functionals on \( \mathcal{C}^\infty(M, \mathbb{C}) \):

\[
\ell_{W,v_1,\ldots,v_p,\varphi}(h) := \int_W \varphi v_1 \cdots v_p h
\]

and the dual ball

\[
\mathcal{U}_{p,q} := \{ \ell_{W,v_1,\ldots,v_p,\varphi} \mid W \in \Sigma, |\varphi|_{\mathcal{C}_0^{0,q}} \leq 1, |v_i|_{\mathcal{C}^{q+1}} \leq 1 \}.
\]

We can finally define the norms we are interested in:

\[
\|h\|_{p,q} := \sup_{\ell \in \mathcal{U}_{p,q}} \ell(h) \quad \forall p \in \mathbb{N}, q \in \mathbb{R}_+ \quad \text{(2.3)}
\]

\[
\|h\|_{p,q} := \sup_{n \leq p} \|h\|_{n,q} \quad \forall p \in \mathbb{N}, q \in \mathbb{R}_+,
\]

where the parameter \( A \in (0,1) \) will be chosen later. We define the spaces \( \mathcal{B}^{p,q} := \mathcal{C}^\infty(M, \mathbb{C})^{\|\cdot\|_{p,q}} \). Note that such spaces are equivalent to the ones defined in Section 2 of \cite{12}, the only difference being in their use: there they depend on the stable cone of an Anosov diffeomorphism, here they depend on the strong stable cone of an Anosov flow. Consequently we will often refer to results proved in \cite{12}.

A first relevant property of the spaces \( \mathcal{B}^{p,q} \) has been proven in \cite{12} Lemma 2.1:

**Lemma 2.2.** For each \( p \in \mathbb{N}, q \in \mathbb{R}_+ \) holds \( \|\cdot\|_{p-1,q+1} \leq C_{p,q,A} \|\cdot\|_{p,q} \). In addition, the unit ball of \( \mathcal{B}^{p,q} \) is relatively compact in \( \mathcal{B}^{p-1,q+1} \).

It is easy to show that \( \mathcal{L}_t : \mathcal{B}^{p,q} \to \mathcal{B}^{p,q} \), with \( p + q < r \), is a bounded strongly continuous semigroup (Lemma 4.2), in addition the semigroup is uniformly bounded in \( t \), Lemma 4.1. Accordingly, by general theory, the generator \( X \) of the semi-group is a closed operator. Clearly, the domain \( D(X) \supseteq \mathcal{C}^{r+1}(M, \mathbb{C}) \) and, restricted to \( \mathcal{C}^{r+1}(M, \mathbb{C}) \), \( X \) is nothing else but the action of the adjoint of the vector field defining the flow, that is

\[
Xh = -V(h) - h \text{div} V \in \mathcal{C}^r.
\]

Obviously, the spectral properties of the generator depend on the resolvent \( R(z) = (z\mathbf{1d} - X)^{-1} \). It is well known (e.g. see \cite{3}) that for uniformly bounded semigroup (Lemma 4.1) the spectrum of \( X \) is contained in \( \{ z \in \mathbb{C} : \Re(z) \leq 0 \} \).

\[5\text{Here, and in the following, the integrals are meant with respect to the induced Riemannian metric. Moreover, given a vector field } v \text{ and a function } h, \text{ by } vh \text{ or } v(h) \text{ we mean the Lie derivative of } h \text{ along } v.\]
That is, for all $z \in \mathbb{C}$, $\Re(z) > 0$, the resolvent $R(z)$ is a well defined bounded operator on $B^{p,q}$ and, moreover, holds true the formula
\begin{equation}
R(z)f = \int_0^\infty e^{-zt}L_t f \, dt.
\end{equation}

The above facts allow us to establish several facts concerning the spectrum of the generator.

Theorem 1. For each $p \in \mathbb{N}, q \in \mathbb{R}_+$, $p + q \leq r$, the spectrum of the generator, acting on $B^{p,q}$, in the strip $0 \geq \Re(z) > -\min\{p,q\} \lambda$ consists only of isolated eigenvalues of finite multiplicity. Such eigenvalues correspond to the Ruelle resonances (see Remark 2.3 for more details). In addition, the eigenspace associated to the eigenvalue zero is the span of the SRB measures. The SRB measure is unique iff the eigenvalue is simple and it is mixing iff zero is the only eigenvalue on the imaginary axis.

The first statement is proven in Lemma 4.5, the second, and more, in Lemma 5.1. The above theorem extends the well known results of Pollicott and Rugh [22, 27] to the higher regularity and higher dimensional setting. Indeed we can connect the above results to physically relevant quantities: the correlations spectrum.

Let $f, g \in C^\infty$, then one is interested in $C_{f,g}(t) := \int g \circ T_t f - \int f \cdot g$ where the integral may be with respect to Lebesgue or to the SRB measure depending on whether one is observing the system in equilibrium or out of equilibrium starting from a state properly prepared.

Remark 2.3. A typical information that can be obtained on the quantity $C_{f,g}$ is its Fourier transform
\begin{equation}
\hat{C}_{f,g}(ik) := \int_0^\infty e^{-ikt}C_{f,g}(t) \, dt = \int \left( g - \int g \right) R(ik)f.
\end{equation}

The above results imply thus that the quantity $\hat{C}_{f,g}$ has a meromorphic extension in the strip $0 \geq \Re(z) > -\min\{p,q\} \lambda$. In addition, in such a region, the poles (the so called Ruelle resonances) and their residues describe (and are described by) exactly the spectrum of $X$. In particular this means that the spectral data of $X$ on the Banach spaces $B^{p,q}$ are not a mathematics nicety but physically relevant quantities.

Given such a spectral interpretation it is then easy to apply the perturbation theory of [12] and obtain our other main result.

Let us consider a vector field $V_\eta := V + \eta V_1 \in C^{r+1}$ and the associated flow $T_{\eta,t}$. Suppose, for simplicity, that $T_{0,t}$ has a unique SRB measure. The issue is to show that $T_{\eta,t}$ has a unique SRB measure $\mu_\eta$ as well, that such a measure is a smooth function of $\eta$ and finally to establish a formula for its derivative.

Let us define $\mu_\eta(n) := \frac{d^n}{d\eta^n} \mu_\eta$. In section 6 we prove the following.

Remark 2.3. A typical information that can be obtained on the quantity $C_{f,g}$ is its Fourier transform
\begin{equation}
\hat{C}_{f,g}(ik) := \int_0^\infty e^{-ikt}C_{f,g}(t) \, dt = \int \left( g - \int g \right) R(ik)f.
\end{equation}

The above implies, in the present setting, all the usual properties of SRB measures (e.g. absolute continuity along weak unstable manifold) that we do not detail as they will not be used in the following. We will only use, at the end of the proof of Lemma 5.1, that the union of the basins of all the SRB measures is of full Lebesgue measure, that is, for each continuous function the forward ergodic average exists Lebesgue-a.s.

---

Note: The above text is a continuation of the previous page, which discusses smooth Anosov flows and their properties. The text continues with the exploration of resolvent operators, the spectrum of the generator, and the correlations spectrum, along with the introduction of SRB measures and their properties in the context of perturbation theory.
Theorem 2. There exists $\eta_0 > 0$ such that, if the flow $T_{n,t}$ has a unique SRB measure, then the same holds for the flows $T_{n,t}^j$ for $|j| \leq \eta_0$. Calling $\mu_n$ such an SRB measure the function $\eta \mapsto \mu_n$ belongs to $C^{r-2}([-\eta_0, \eta_0], \mathcal{B}^{0,r})$. In addition, for all $n \in [-\eta_0, \eta_0]$ and $\varphi \in C^r$, it holds the formula

$$\mu_n^{(n)}(\varphi) = \lim_{a \to 0^+} \int_a^\infty ne^{-at} \mu_n^{(n-1)}(V_1(\varphi \circ T_{n,t})) \, dt.$$  

Remark 2.4. The convergence of the integral in the above formula is far from obvious and it is part of the statement of the Theorem. Notice that for $n=1$ Theorem 3 yields Ruelle’s result while, for $n>0$, it makes rigorous some of the results in [25]. In addition, if operators $X_\eta$ has a spectral gap (as may happen for geodesic flows in negative curvature [19]), then from the proof of Theorem 2 follows that the above integral is converging also for $a=0$ and one has the formula

$$\mu_1^{(n)}(\varphi) = \int_0^\infty n\mu_1^{(n-1)}(V_1(\varphi \circ T_{n,t})) \, dt.$$  

3. The Banach spaces

To define the norms it is convenient to consider a fixed $C^{r+1}$ atlas $\{U_i, \Psi_i\}_{i=1}^N$ such that $\Psi_i U_i = B(0, 4\delta)$ and $\cup_i \Psi_i^{-1}(B(0, \delta)) = \mathbb{M}$. In addition, we can require $D_0 \Psi_i^{-1}(0, u, 0) : u \in \mathbb{R}^d_+ \in D_0 \Psi_i^{-1}(s, 0, 0) : s \in \mathbb{R}^d_+ = E^u(\Psi_i^{-1}(0))$, $D_0 \Psi_i^{-1}(s, 0, 0) = E^s(\Psi_i^{-1}(0))$, and $\Psi_i^{-1}((s, u, t)) = T_s \Psi_i^{-1}((s, u, 0))$.

Next we wish to define a set of (strong) stable leaves. For each $\rho > 0$, small enough, $M > 0$ large enough and $\xi \in B(0, \delta)$ let us define

$$\mathcal{F} := \{F : B(0, 3\delta) \subset \mathbb{R}^d_+ \to \mathbb{R}^d_+ : F(0) = 0; |F|_{C^1} \leq \rho; |F|_{C^r} \leq M\}.$$  

For each $F \in \mathcal{F}$, let us define $G(x, F)(\xi) := x + (\xi, F(\xi))$. Also let us define $\tilde{\Sigma} := \{G(x, F) : x \in B(0, \delta), F \in \mathcal{F}\}$. To each $i \in \{1, \ldots, N\}$, $G \in \tilde{\Sigma}$ we associate the leaf $W_{i,G} = \{\Psi_i^{-1} G(\xi)\}_{\xi \in B(0,2\delta)}$, which form our set of stable leaves $\Sigma$, and its reduced and enlarged version $W_{i,G}^\pm = \{\Psi_i^{-1} G(\xi)\}_{\xi \in B(0,2\delta \pm 1)}$.

Integrating on such leaves we can define linear functionals on $C^r(\mathcal{M}, \mathbb{R})$. More precisely, for each $i \in \{1, \ldots, N\}$, $s \in \mathbb{N}$, $G \in \tilde{\Sigma}$, $\varphi \in C_0^s(\mathcal{W}_{i,G}, \mathbb{C})$ and $C^s$ vector fields $v_1, \ldots, v_s$, defined in a neighbourhood of $W_{i,G}^+$, we define

$$\ell_{i,G,\varphi,v_1,\ldots,v_s}(h) := \int_{W_{i,G}} \varphi v_1 \cdots v_s h; \quad \forall h \in C^s(\mathcal{M}, \mathbb{C}).$$  

We use the above functionals to define a set that can be intuitively interpreted as the unit ball of the dual of the space we wish to define. For $p \in \mathbb{N}$, $q \in \mathbb{R}_+$, let

$$U_{p,q} := \left\{ \ell_{i,G,\varphi,v_1,\ldots,v_p} \left| 1 \leq i \leq N, G \in \tilde{\Sigma}, \varphi|_{C^{s+p}_0} \leq 1, |v_j|_{C^{s+p}} \leq 1 \right\}.$$  

The norms $\|\cdot\|_{p,q}$ are then defined in [23].

Remark 3.1. Note that for each $h \in C^\infty(\mathcal{M}, \mathbb{C})$ and $q \in \mathbb{R}_+$, $p \in \mathbb{N}$ holds true $\|h\|_{p,q} \leq \|h\|_{C^s}$.
We have the following characterization of $B^{p,q}$, see [12] Proposition 4.1.

**Lemma 3.2.** The embedding $\iota$ extends to a continuous injection from $B^{p,q}$ to $D'_q \subset D'$, the distributions of order $q$.

**Remark 3.3.** In the following we will often identify $h$ and $\iota h$ if this causes no confusion.

4. The transfer operator

A first property of the transfer operators is detailed by the following lemma whose proof is the content of section 7.

**Lemma 4.1.** For each $p \in \mathbb{N}$, $q \in \mathbb{R}_+$, $p + q \leq r$, $t \in \mathbb{R}_+$ and $h \in C^r$ holds true

\begin{equation}
\|\mathcal{L}_t h\|_{p,q} \leq C_{p,q} \|h\|_{p,q}.
\end{equation}

As an immediate consequence we have the following first result.

**Lemma 4.2.** The operators $\mathcal{L}_t$, restricted to $B^{p,q}$, form a bounded strongly continuous semigroup on the Banach space $(B^{p,q}, \| \cdot \|_{p,q})$.

**Proof.** For all $h \in B^{p,q}$ there exists, by definition, a sequence $\{h_n\} \subset C^r$ converging to $h$ in the $\| \cdot \|_{p,q}$ norm. By Lemma 3.2 the sequence converges in the spaces of distributions as well and, due to the continuity of $\mathcal{L}_t$, $\{\mathcal{L}_t h_n\}$ converges to $\mathcal{L}_t h$ in $D'_q$. On the other hand, by Lemma 4.1, $\{\mathcal{L}_t h_n\}$ is a Cauchy sequence in $B^{p,q}$, hence it converges and, by Lemma 3.2 again, it must converge to $\mathcal{L}_t h$. Thus $\mathcal{L}_t h \in B^{p,q}$ and

\[\|\mathcal{L}_t h\|_{p,q} \leq C_{p,q} \|h\|_{p,q} \quad \forall h \in B^{p,q}.\]

We have thus a semigroup of bounded operators. The strong continuity follows from the fact that, for all $h \in C^r$, holds

\[\lim_{t \to 0} \|\mathcal{L}_t h - h\|_{C^r} = \lim_{t \to 0} \|\mathcal{L}_t h - h\|_{C^r} = 0.\]

Next, for $h \in B^{p,q}$ let $\{h_n\} \subset C^r$ be converging to $h$, then, using Remark 3.1

\[\|\mathcal{L}_t h - h\|_{p,q} \leq \|\mathcal{L}_t h_n - h_n\|_{p,q} + C_{p,q} \|h - h_n\|_{p,q} \leq C_{A} \|\mathcal{L}_t h_n - h_n\|_{C^r} + C_{p,q} \|h - h_n\|_{p,q},\]

taking first $n$ sufficiently large and then $t$ small, one can make the right hand side arbitrarily small, that is

\[\lim_{t \to 0} \|\mathcal{L}_t h - h\|_{p,q} = 0 \quad \forall h \in B^{p,q}.\]

\[\square\]

In addition we have the following result, proved in section 8.

**Lemma 4.3.** For each $p \in \mathbb{N}$, $q \in \mathbb{R}_+$, $p + q \leq r$, $z \in \mathbb{C}$, $\Re(z) = a > 0$, holds

\[\|R(z)^n\|_{p,q} \leq C_{p,q} a^{-n}.\]

For each $\lambda' \in (0, \lambda)$, $p, n \in \mathbb{N}$, $q \in \mathbb{R}_+$ and $z \in \mathbb{C}$, $a := \Re(z) \geq a_0 > 0$ it holds true

\[\|R(z)^n h\|_{p,q} \leq C_{p,q,\lambda'} (a + \bar{p} \lambda')^{-n} \|h\|_{p,q} + a^{-n} C_{p,q,\lambda', a_0} |z| \|h\|_{p-1,q+1},\]

where $\bar{p} := \min\{p, q\}$. 

The above means that the spectral radius of \( R(z) \in L(B^{p,q}, B^{p,q}) \), \( \Re(z) = a > 0 \), is bounded by \( a^{-1} \), and in fact equals it if \( z = a \) since \( \int R(z)h = a^{-1} \int h \) implies that \( a^{-1} \) is an eigenvalue of the dual. Since Lemma 4.3 implies that \( R(z) \) is a bounded operator from \( B^{p,q} \) to itself and since Lemma 4.4 implies that a bounded ball in the \( \| \cdot \|_{p,q} \) norm is relatively compact in \( B^{p-1,q+1} \), it readily follows:

**Lemma 4.4.** For each \( p \in \mathbb{N}, q \in \mathbb{R}_+ \), \( p + q < r \), and \( z \in \mathbb{C}, \Re(z) > 0 \) the operator \( R(z) : B^{p,q} \to B^{p-1,q+1} \) is compact.

The above implies, via a standard argument [13], that the essential spectral radius of \( R(z) \) is bounded by \((a + \lambda p)^{-1}\). This readily implies the following (see [19] Section 2) if details are needed.

**Lemma 4.5.** The spectrum \( \sigma(X) \) of the generator is contained in the left half plane. The set \( \sigma(X) \cap U_{p,k} := \{ z \in \mathbb{C} \mid \Re(z) > -\beta \lambda \} \) consists of, at most, countably many isolated points of point spectrum with finite multiplicity.

Thanks to the above result we can connect the spectral properties of the generator to the statistical properties of the flow. First of all, by the spectral decomposition of closed operators on Banach spaces (see [15] sections 3.6.4 and 3.6.7), if we select \( N \) isolated eigenvalues from the spectrum we have that

\[
X = X_r + \sum_{j=1}^{N} (\zeta_k S_k + N_k)
\]

where the operators \( S_k, N_k, X_r \) commute, the \( S_k, N_k \) are finite rank and \( S_k S_j = \delta_{kj} S_k, N_k S_j = \delta_{kj} N_k \) and \( N_k \) is nilpotent. Finally, if the selected eigenvalues are the ones with imaginary part in the interval \([-L, L]\), for some \( L > 0 \), then \( X_r \) is a closed operator with spectrum contained in the set \( \{ z \in \mathbb{C} \mid \Re(z) \leq -\beta \lambda \} \cup \{ z \in \mathbb{C} : \Re(z) \leq 0, |\Im(z)| > L \} \) where the eigenspaces corresponding to zero is the union of the ranges of the \( S_k \).

5. The peripheral spectrum

Here we analyze the meaning of the spectrum on the imaginary axis.

**Lemma 5.1.** The SRB measures belong to \( B^{p,q} \), \( p + q \leq r \); \( 0 \in \sigma(X) \) and it is simple iff the SRB measure is unique. Moreover, the SRB measure is mixing iff \( 0 \) is the only eigenvalue on the imaginary axis. Finally, \( \sigma(X) \cap i\mathbb{R} \) is a group and the associated eigenfunctions are all measures absolutely continuous with respect to a convex combination of the SRB measures.

**Proof.** If \( Xf = ibh \), then \( \mathcal{L}_t h = e^{ibt} h \). On the other hand there cannot be Jordan blocks, indeed if \( Xf = ibf + h \), then \( \frac{d}{dt} e^{-ibt} \mathcal{L}_t f = h \), thus \( e^{-ibt} \mathcal{L}_t f = f + th \) which, since \( \mathcal{L}_t \) is uniformly bounded (Lemma [11]), is a contradiction.

Moreover we have\(^9\)

\[
(5.1) \quad \tilde{S}_k := \lim_{T \to \infty} \frac{1}{T} \int_0^T e^{-ibt} \mathcal{L}_t \, dt = \begin{cases} 0 & \text{if } ib \text{ is not an eigenvalue} \\ S_k & \text{if } ib = \zeta_k \end{cases}
\]

\(^9\)The integral must be interpreted in the strong topology.
To prove the above note the following. If $ib$ is not an eigenvalue,

$$
\int_0^T e^{-ibt} \mathcal{L}_t = \lim_{a \to 0} \int_0^T e^{-(a+ib)t} \mathcal{L}_t = \lim_{a \to 0} \left[ R(a+ib) - \int_T^\infty e^{-(a+ib)t} \mathcal{L}_t \right]
$$

$$
= \lim_{a \to 0} \left[ R(a+ib) - e^{-(a+ib)T} \mathcal{L}_T \int_0^\infty e^{-(a+ib)t} \mathcal{L}_t \right]
$$

$$
= \lim_{a \to 0} \left[ \text{Id} - e^{-(a+ib)T} \mathcal{L}_T \right] R(a+ib)
$$

$$
= (\text{Id} - e^{-ibT} \mathcal{L}_T) R(ib),
$$

which is uniformly bounded in $T$. On the other hand if $ib = \zeta_k$, then $R(a+ib) = (a+ib-\zeta_k)^{-1} S_k + R_1(a+ib)$, where $R_1(z)$ is an analytic function in a neighbourhood of $ib$ [13] 3.6.5 p. 180. The result then follows by the same computations as above.

Let $\nu$ be an SRB measure and let $m$ be the Riemannian (Lebesgue) measure. By definition (cf. footnote 6) there exists an open set $A$ such that, for each $\varphi \in C^0$ and Lebesgue a.e. $x \in A$, $\frac{1}{T} \int_0^T \varphi \circ T_t(x) \, dt \to \nu(\varphi)$. Thus, given $h \in C^\infty$, supp $h \subset A$, $m(h) = 1$, $\forall \varphi \in C^r$ by the Lebesgue dominated convergence and Fubini Theorems

$$
\mu_h(\varphi) := Sh(\varphi) = \lim_{T \to \infty} \int_{A} \frac{1}{T} \int_0^T h(x) \varphi(T_t(x)) \, dt = \nu(\varphi).
$$

In view of Lemma 3.2, the above implies that $\mu_h = \nu$, that is $\nu \in B^{p, q}$. In other words the SRB measures belong to the space and are eigenfunctions, corresponding to the eigenvalue zero, of $X$.

Next, let us define $\mu := S_01$. The inequality

$$
|\mu(\phi)| \leq \lim_{T \to \infty} \frac{1}{T} \int_0^T m(|\phi| \circ T_t) \, dt \leq |\phi|_\infty
$$

shows that $\mu$ is a measure. In addition, if $Xh = ibh$ and $S$ is the corresponding projector, since $C^r$ is dense in $B^{p, q}$ and $SC^r$ is finite dimensional, it follows that $S B^{p, q} = SC^r$. Hence there exists $f \in C^r$ such that $h = Sf$. Accordingly,

$$
|h(\varphi)| = |Sf(\varphi)| \leq \lim_{T \to \infty} \int_{A} \frac{1}{T} \int_0^T \varphi \mathcal{L}_t |f| \leq |f|_\infty |\mu(\varphi)|.
$$

Therefore all the eigenvalues on the imaginary axis are measures and such measures are absolutely continuous with respect to $\mu$ and with bounded density.

---

10For further use note that the convergence in (5.1) takes place not only in $B^{p, q}$, $p > 0$, where we have non trivial spectral informations, but also in $B^{0, q}$. To see it first notice that Lemma 4.1 implies that for each $h \in B^{1, q}$, $\|Sh\|_{0,q} \leq C_q \|h\|_{0,q}$, hence $S_0$ has a unique continuous extension to $B^{0, q}$. Next, consider $h \in B^{0, q}$. There exists $\{h_n\} \subset B^{1, q}$ such that $\lim_{n \to \infty} \|h - h_n\|_{0,q} = 0$. Moreover, by Lemma 4.1 \|T^{-1} \int_0^T \mathcal{L}_t (h_n - h)\|_{0,q} \leq C_q \|h - h_n\|_{0,q}$. Thus

$$
\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathcal{L}_t h - S_0 h_n \|_{0,q} \leq C_q \|h - h_n\|_{0,q}.
$$

To conclude note that the range of $S_0$ is finite dimensional, hence there exists a convergent subsequence $S_0 h_{n_j}$, let $\bar{h}$ be the limit, then, taking the limit $j \to \infty$ follows $S_0 h = \bar{h}$ and

$$
\lim_{T \to \infty} \|T^{-1} \int_0^T \mathcal{L}_t h - S_0 h\|_{0,q} = 0.
$$
Consequently, if $Xh = ibh$, then $h$ is a measure and there exists $f \in L^\infty(\mathcal{M}, \mu)$ such that $dh = fd\mu$. But then

$$f \mu = h = e^{-ibt}\mathcal{L}_t h = e^{-ibt} \mathcal{L}_t f \mu = e^{-ibt} f \circ T^{-1}_t \mathcal{L}_t \mu = e^{-ibt} f \circ T^{-1}_t \mu,$$

hence $f \circ T^{-1}_t = e^{ibt} f$ $\mu$-a.s.. The above argument shows that the peripheral spectrum of $\mathcal{L}_t$ on $B^{p,q}$ is contained, with multiplicity, in the point spectrum of the Koopman operator $U_t f := f \circ T^{-1}_t$ acting on $L^2(\mathcal{M}, \mu)$. In fact, the two objects coincide as we are presently going to see.

Let $t \in \mathbb{R}_+$ and $f \in L^2(\mathcal{M}, \mu)$ such that $U_t f = e^{ibt} f$. Note that, since $U_t |f| = |f|$, the sets $\{x \in \mathcal{M} : |f(x)| \leq L\}$ are $\mu$ a.s. invariant. Thus we can consider, without loss of generality, the case $f \in L^\infty(\mathcal{M}, \mu)$. By Lusin theorem and the density of $C^r$ in $C^0$, for each $\varepsilon > 0$ there exists $f_\varepsilon \in C^r$, $|f_\varepsilon(1 + \lambda^j)| \leq |f|_\infty$, such that $\mu(|f - f_\varepsilon|) \leq \varepsilon$. Next, let us define, for each $f \in L^2(\mathcal{M}, \mu)$, $R'(z) f := \int^\infty_0 e^{-zt} U_t f$. A direct computation shows that $R(z)(f \mu) = (R'(z)f)\mu$, $R'(1 + ib)f = f$ and $\|f \mu\|_{0,q} \leq C |f|_\infty$. Accordingly, Lemma 1.3 implies

$$\|R(1 + ib)^n(f_\varepsilon \mu)\|_{p,q} \leq C_{p,q,\lambda',\varepsilon} (1 + \lambda')^{-n} + C_{p,q,\lambda'} |f|_\infty (1 + ib)|\mu((f - f_\varepsilon)|) \\ \mu((f - R'(1 + ib)^n f_\varepsilon)|) \leq \mu(R'(1)^n |f - f_\varepsilon|) = \mu(|f - f_\varepsilon|) \leq \varepsilon.$$

For each $\varepsilon$ we choose $n_\varepsilon$ such that $\|R(1 + ib)^{n_\varepsilon}(f_\varepsilon \mu)\|_{p,q} \leq 2C_{p,q,\lambda',\varepsilon} |f|_\infty (1 + ib)$, thus Lemma 2.2 implies that the set $\Xi := \{ R(1 + ib)^{n_\varepsilon}(f_\varepsilon \mu) \}$ is compact in $B^{p-1,q+1}$. Let us consider a convergent subsequence $\varepsilon_j$, let $\mu_f \in B^{p-1,q+1}$ be the limit, then for all $\varphi \in C^{0+}$,

$$f \mu(\varphi) = f(\varphi) = \lim_{j \to \infty} \mu(R'(1 + ib)^{n_\varepsilon_j} f \varphi) = \lim_{j \to \infty} [R(1 + ib)^{n_\varepsilon_j} f \varphi] = \mu_f(\varphi).$$

The fact that the spectrum is an additive subgroup of $i\mathbb{R}$, follows then from well known facts about positive operators [3, section 7.4].

To conclude it suffices to prove that all the eigenfunctions of zero are SRB measure. First of all, since the range of $S_0$ is finite dimensional, $S_0 B^{0,1+q} = S_0 B^{p,q}$, $C^0$ is dense in $B^{p,1+q}$, and remembering footnote 10 we have $S_0 C^0 = S_0 B^{p,q}$. Hence for each $\nu \in B^{p,q}$ there exists $f \in C^0$ such that $\nu = S_0 f$. On the other hand, setting $f_\pm := \max\{ \pm f, 0 \} \in C^0$, $\nu_\pm := S_0 f_\pm$ are invariant positive measures and $\nu = \nu_+ - \nu_-$, thus the range of $S_0$ has a base of positive probability measures. Next, we can assume, without loss of generality, that $\nu$ is an ergodic probability measure for $\{T_t\}_t$. Then, for each $\phi \in C^0$, $\phi \geq 0$, such that $\int_\mathcal{M} f \phi = 1$, we can define $\nu_\phi := S_0 (\phi f)$. By a computation similar to [5,2], $\nu_\phi$ is a probability measure absolutely continuous with respect to $\nu$, hence, by ergodicity, $\nu = \nu_\phi$. Then for each $\phi \in C^0$, $\phi > 0$, and $\varphi \in C^q$, since Lebesgue a.e. point has forward ergodic

11If not, then consider any invariant set $A$ of positive $\nu$ measure. Since $\nu$ must be absolutely continuous with respect to $\mu$, then the set will have positive $\mu$ measure and $1_{\mathcal{D}(\mathcal{A})}$ is an eigenvector of $U_t$ for each $t > 0$. Hence, by the previous discussion, $1_{\mathcal{D}(\mathcal{A})} \in B^{p,q}$. By the quasicompactness it follows that there may be only finitely many such $A$, hence the claim.
average (see footnote 6),

\[
\int_{\mathcal{M}} f \phi [\varphi^+ - \nu(\varphi)] := \int_{\mathcal{M}} f \phi \left[ \lim_{T \to \infty} \frac{1}{T} \int_0^T \varphi \circ T_t - \nu(\varphi) \right]
\]

\[
= \lim_{T \to \infty} \frac{1}{T} \int_{\mathcal{M}} f \phi \int_0^T [\varphi - \nu(\varphi)] \circ T_t
\]

\[
= S_0 (f \phi)(\varphi - \nu(\varphi)) \int_{\mathcal{M}} f \phi = (\nu(\varphi) - \nu(\varphi)) \int_{\mathcal{M}} f \phi = 0.
\]

Taking the sup over \( \phi \), the above yields \( \int_{\mathcal{M}} f [\varphi^+ - \nu(\varphi)] = 0 \) Accordingly, for Lebesgue almost every point in the support of \( f \) the forward average of \( \varphi \) is \( \nu(\varphi) \), that is \( \nu \) is SRB.

6. Differentiability of the SRB measures

It is possible to state very precise results on the dependence of the eigenfunction on a parameter of the system. To give an idea of the possibilities let us analyze, limited to Anosov flows, a situation discussed by Ruelle in [26].

Calling \( \mathcal{L}_{\eta,t} \) the transfer operator associated to the flow \( T_{\eta,t}, X_\eta \) its generator and setting \( R_\eta := (z \mathbf{1} - X_\eta)^{-1} \), it follows that the SRB measure \( \mu_\eta \) is an eigenfunction of \( R_\eta(a) \) corresponding to the eigenvalue \( a^{-1} \). Taking \( X_\eta = X + \eta X_1 \) one can prove, by induction,

\[
R_\eta(a) = \sum_{k=0}^{n} \eta^k [R_0(a) X_1]^k R_0(a) + \eta^{n+1} [R_0(a) X_1]^{n+1} R_0(a).
\]

In addition, we know that \( a^{-1} \) is an isolated eigenvalue of \( R_\eta(a) \). We can thus apply the perturbation theory developed in [12] section 8 to the operator \( R_\eta(a) \) where we choose \( \mathcal{B}^n := \mathcal{B}^{q+r-1-s} \) with \( q \in (0,1) \) and \( s \in (0, \ldots, r-1) \), it follows that there exists \( \eta_0 > 0 \) such that \( \mu_\eta \in \mathcal{C}^{r-2}((-\eta_0, \eta_0), \mathcal{B}^0) \). Moreover

\[
\frac{d^n}{d\eta^n} \mu_\eta \bigg|_{\eta=0} \in \mathcal{B}^{r-1-n}.
\]

We use the natural normalization \( \mu_\eta(1) = 1 \) so that \( \mu_\eta^{(n)}(1) = 0 \). We can thus differentiate the equation \( X_\eta \mu_\eta = 0, \ n \leq r-2 \) times with respect to \( \eta \), obtaining

\[
X_\eta^{(n)} \mu_\eta^{(n)} + n X_1 \mu_\eta^{(n-1)} = 0.
\]

From [15] 3.6.5 p. 180 and remembering that there are no Jordan blocks we have that \( R_\eta(z) = z^{-1} S_0, \eta + Q_\eta(z) \) where \( Q_\eta(z) \) is analytic in a neighbourhood of zero and \( S_0, \eta \) is the spectral projector associated to the eigenvalue zero. In addition,

\[
R_\eta(z) X_\eta = R_\eta(z) (X_\eta - z) + z R_\eta(z) = - \mathbf{1}d + z R_\eta(z).
\]

\footnote{Such a theory applies since \( R_\eta(a) \) satisfies a uniform Lasota-Yorke inequality. (6.1) allows to estimate the closeness of \( R_0(a) \) and \( R_\eta(a) \) in the appropriate norms and since the \( X_\eta \) are bounded operators from \( \mathcal{B}^{q+1} \) to \( \mathcal{B}^{q+1-q+1} \). In particular this means that the domain of \( X_\eta \), viewed as a closed operator on \( \mathcal{B}^{q+1} \), contains \( \mathcal{B}^{q+1-q+1} \).}

\footnote{Remembering again that \( X, X_1 \) are a bounded operators from \( \mathcal{B}^{q+1} \) to \( \mathcal{B}^{q+1-q+1} \), we can exchange \( X_0, X_1 \) with the derivative with respect to \( \eta \) provided that \( n \leq r-2 \).}
Remark 6.1. Note that the perturbation theory in equations (6.2) and (6.3) we may write

\[ \lim_{z \to 0} R_\eta(z)X_\eta \mu_\eta^{(n)} = -\mu_\eta^{(n)} + S_0,\eta \mu_\eta^{(n)} = -\mu_\eta^{(n)} \]

where we have used that \( S_0,\eta \nu(\phi) = \mu_\eta(\phi) \cdot \nu(1) \) and so \( S_0,\eta \mu_\eta^{(n)} = 0 \). Combining equations (6.2) and (6.3) we may write

\[ \mu_\eta^{(n)} = \lim_{z \to 0} n R_\eta(z)X_1 \mu_\eta^{(n-1)} = \lim_{\nu \to 0^+} \int_0^\infty ne^{-at} \mathcal{L}_\eta,1 X_1 \mu_\eta^{(n-1)} \, dt. \]

This completes the proof of Theorem 2.

**Remark 6.1.** Note that the perturbation theory in [13] and [12] allows to investigate, by similar arguments, also the behaviour of the other eigenvalues of \( X_\eta \), with the related eigenspaces, outside the essential spectrum.

7. Lasota-Yorke Type Inequalities—The Transfer Operator

Here we prove Lemma 4.1. But first let us introduce some convenient notation.

**Remark 7.1.** We will use the notation \( \prod_{i=1}^n v_i \) to write the action of many vector fields. That is

\[ \prod_{i=1}^n v_i h := v_1 \ldots v_n h. \]

Note that this suggestive notation does not mean that the vector fields commute.

Let \( 0 < n \leq p, 0 \leq l \leq n \), and let \( v_1, \ldots, v_n \) be \( \mathcal{C}^{l+n} \) vector fields defined on a neighbourhood of \( W \) with \( |v_i|_{\mathcal{C}^{l+n}} \leq 1 \), and \( \varphi \in \mathcal{C}_0^{n+q} (W) \) with \( |\varphi|_{\mathcal{C}^{n+q}(W)} \leq 1 \). We need to estimate

\[ \int_W v_1 \ldots v_n (\mathcal{L}, h) \cdot \varphi. \]

The basic idea is to decompose each \( v_i \) as a sum \( v_i = w_i^p + w_i^f + w_i^s \) where \( w_i^s \) is tangent to \( W \), \( w_i^f \) points in the flow direction and \( w_i^p \) is “almost” in the unstable direction cross the flow direction. We will state precisely what we mean by “almost” in lemma 7.4. The \( w_i^s \) may then be dealt with by an integration by parts and then noting that \( w_i^p, w_i^f \) are not expanded by \( DT_\ell \) allows us to conclude.

We wish to look at the problem locally and so we use a partition of unity as given in the following lemma ([12, Lemma 3.3]):

**Lemma 7.2.** For any admissible leaf \( W \) and \( t \in \mathbb{R}^+ \), there exist leaves \( W_1, \ldots, W_\ell \), whose number \( \ell \) is bounded by a constant depending only on \( t \), such that

1. \( T_{-t}(W) \subset \bigcup_{j=1}^\ell W_j^- \).
2. \( T_{-t}(W^+) \supset \bigcup_{j=1}^\ell W_j^+ \).
3. There exists a constant \( C \) (independent of \( W \) and \( t \)) such that a point of \( T_{-t}W^+ \) is contained in at most \( C \) sets \( W_j \).
4. There exist functions \( \rho_1, \ldots, \rho_\ell \) of class \( \mathcal{C}^{r+1} \) and compactly supported on \( W_j^- \) such that \( \sum \rho_j = 1 \) on \( T_{-t}(W) \), and \( |\rho_j|_{\mathcal{C}^{r+1}} \leq C \).

**Remark 7.3.** Note that the construction in Lemma 7.2 can be easily modified to ensure that there exists \( c > 0 \) such that for all \( t \in \mathbb{R}^+ \) and \( |s-t| \leq c \delta \), the leaves \( T_s W_i \) and the partition \( \rho_i \circ T_{-t} \) still satisfy properties (1-4).
Take some index $j$, we will estimate

\[
(7.1) \quad \left| \int_{T_t(W_j)} v_1 \ldots v_n (\mathcal{L}_t h) \cdot \varphi \cdot \rho_j \circ T_{-t} \right|.
\]

The needed decomposition of $v_i$ is given by the following lemma whose proof can be found in appendix A.

**Lemma 7.4.** Fix $\lambda' \in (0, \lambda)$. Let $v$ be a vector field on a neighbourhood of $W^+$ with $|v|_{C^a} \leq 1$, $a \leq r$ and $t \in \mathbb{R}_+$. Then there exists $c > 0$ such that, for each $j$, there exists a neighbourhood $U_j$ of $\cup \{ t \in [t_0, t + c_0] : T_t(W_j^+) \}$ and $C^a(U_j)$ vector fields $w^f, w^u$ and $w^s$ satisfying, for all $|s - t| \leq c\delta$:

a. for all $x \in T_s(W_j)$, holds $v(x) = w^s(x) + w^f(x) + w^u(x)$.
b. for all $x \in T_s(W_j)$, $w^s(x)$ is tangent to $T_s(W_j)$.
c. for all $x \in T_s(W_j)$, $w^f(x)$ is proportional to the flow direction $V$.
d. $|w^s|_{C^a(U_j)} \leq C_t$, $|w^f|_{C^a(U_j)} \leq C_t$ and $|w^f|_{C^a(U_j)} \leq C_t$.
e. $w^s \circ T_s|_{C^a(W_j)} \leq C$.
f. $|(T^* s w^u)|_{C^a(T_{-t} U_j)} \leq C e^{-\lambda' s}$ and $w^f \circ T_s|_{C^a(T_{-t} U_j)} \leq C$.

Where $(T^* s w^u) = DT_t(x)^{-1} w^u(T_t x)$ is the pull back of $w^u$ by $T_t$.

The fundamental remark in the following computations is that, since the commutator of two $C^{n+q}$ vector fields is a $C^{n+q-1}$ vector field, if we exchange two vector fields, the difference consists of terms with $n-1 C^{n+q}$ vector fields, hence it can be bounded by $C_{n,q} \| L_t h \|_{n-1,q}$. For each $j$ in (7.1) we can then write $w^u_j + w^f_j + w^s_j$ instead of $v_1$ since they agree on $T_s W_j$. After that we can commute such vector fields with the vector fields $v_j$, $j \in \{2, \ldots, n\}$, as explained above. At this point we can decompose $v_2$ and so until (7.1) is bounded by

$$
\sum_{\sigma \in \{s,f,u\}^n} \left| \int_{T_t(W_j)} w_1^{\sigma_1} \ldots w_n^{\sigma_n} (\mathcal{L}_t h) \cdot \varphi \cdot \rho_j \circ T_{-t} \right| + C_{n,q,t} \| L_t h \|_{n-1,q}.
$$

Take $\sigma \in \{s,f,u\}^n$, and let $k = \#\{i \mid \sigma_i = s\}$ and $l = \#\{i \mid \sigma_i = f\}$. Let $\pi$ be a permutation of $\{1, \ldots, n\}$ such that $\pi\{1, \ldots, k\} = \{i \mid \sigma_i = s\}$ and $\pi\{n-l+1, \ldots, n\} = \{i \mid \sigma_i = f\}$. Therefore

$$
\left| \int_{T_t(W_j)} w_1^{\sigma_1} \ldots w_n^{\sigma_n} (\mathcal{L}_t h) \cdot \varphi \cdot \rho_j \circ T_{-t} \right| \leq

\left| \int_{T_t(W_j)} \prod_{i=1}^k w_1^{\sigma(i)} \prod_{i=k+1}^{n-l} w_i^{\sigma(i)} \prod_{i=n-l+1}^n w_i^{\sigma(i)} (\mathcal{L}_t h) \cdot \varphi \cdot \rho_j \circ T_{-t} \right| + C_{n,q,t} \| L_t h \|_{n-1,q}.
$$

By definition $w_i^f(g) = \alpha_i V g$, where $\alpha_i \in C^{n+q}$. Thus $w_i^f(g) = -\alpha_i X g - \alpha_i g \text{div} V$, where $X$, for the time being, is defined by (2.4). The terms coming from taking derivatives of the $\alpha_i$ or the terms involving the divergence of the vector fields are bounded by the $\| \cdot \|_{n-1,q}^-$. In particular $\| X^l h \|_{n-l,q}^- \leq \| h \|_{n,q}^- + C_{n,q} \| h \|_{n-1,q}$. Hence,
Hence (7.3) and, changing variables, we obtain

\[
\begin{align*}
\left| \int_{T_t(W_j)} w_{\sigma_1}^{\pi_1} \ldots w_{\sigma_n}^{\pi_n} (\mathcal{L}_t h) \cdot \varphi \cdot \rho_j \circ T_{-t} \right| & \leq \\
\left| \int_{T_t(W_j)} \prod_{i=k+1}^k w_{\sigma_i}^{\pi_i} \prod_{i=k+1}^{n-l} w_{\pi_i}^{\sigma_i}(X^i h) \cdot \varphi \cdot \rho_j \circ T_{-t} \cdot \tilde{\alpha} \right| + C_{n,q,t} \| \mathcal{L}_t h \|_{n-1,q}.
\end{align*}
\]

Next, we integrate by parts with respect to the vector fields \( w_{\pi_i}^{\sigma_i} \). These vector fields are tangent to the manifold \( W \), hence \( \int_W w_{\pi_i}^{\sigma_i} f \cdot g = - \int_W f \cdot w_{\pi_i}^{\sigma_i} g + \int_W f \cdot g \cdot \text{div} w_{\pi_i}^{\sigma_i} \). Since \( w_{\pi_i}^{\sigma_i} \) is \( C^{q+n} \) and the manifold \( W \) is \( C^{r+1} \) with a \( C^{r+1} \) volume form, the divergence terms are bounded by \( C_{n,q,t} \| \mathcal{L}_t h \|_{n-1,q} \). This yields

\[
\begin{align*}
\left| \int_{T_t(W_j)} w_{\sigma_1}^{\pi_1} \ldots w_{\sigma_n}^{\pi_n} (\mathcal{L}_t h) \cdot \varphi \cdot \rho_j \circ T_{-t} \right| & \leq \\
\left| \int_{T_t(W_j)} \prod_{i=k+1}^k w_{\sigma_i}^{\pi_i} X^i (\mathcal{L}_t h) \cdot \prod_{i=1}^k \prod_{i=k+1}^{n-l} w_{\pi_i}^{\sigma_i}(\varphi \cdot \rho_j \circ T_{-t} \cdot \tilde{\alpha}) \right| + C_{n,q,t} \| \mathcal{L}_t h \|_{n-1,q}.
\end{align*}
\]

By Lemma 7.4 it follows that \( \prod_{i=1}^k w_{\pi_i}^{\sigma_i}(\varphi \cdot \rho_j \circ T_{-t} \cdot \tilde{\alpha}) \) is a \( C^{q+n-k} \) test function while on \( \mathcal{L}_t h \) act only \( n-k \) vector fields. Thus the above integral can be bounded by the \( \| \cdot \|_{n-1,q} \) norm unless \( k = 0 \).

Next we need to analyze the case \( k = 0 \) in more detail. For each \( h \in C^r \), \( X^i \mathcal{L}_t h = \mathcal{L}_t X^i h = (X^i h) \circ T_{-t} \cdot \det(DT_t)^{-1} \circ T_{-t} \). If we differentiate \( \det(DT_t)^{-1} \circ T_{-t} \) we obtain terms that are bounded by \( C_{n,q,t} \| X^i \mathcal{L}_t h \|_{n-1,q+1} \). Hence

\[
\begin{align*}
\left| \int_{T_t(W_j)} w_{\sigma_1}^{\pi_1} \ldots w_{\sigma_n}^{\pi_n} (\mathcal{L}_t h) \cdot \varphi \cdot \rho_j \circ T_{-t} \right| & \leq \\
\left| \int_{T_t(W_j)} \prod_{i=1}^{n-l} w_{\pi_i}^{\sigma_i}(X^i h) \circ T_{-t} \cdot \varphi \left[ \rho_j \cdot \det(DT_t)^{-1} \right] \circ T_{-t} \circ \tilde{\alpha} \right| + C_{n,q,t} \| \mathcal{L}_t h \|_{n-1,q}.
\end{align*}
\]

Let \( \tilde{w}_{\pi_i}^{\sigma_i}(x) = DT_t(x)^{-1} w_{\pi_i}^{\sigma_i}(T_t x) \). This is a vector field on a neighbourhood of \( W_j^+ \).

We can then write the above integral as

\[
\int_{T_t(W_j)} \left( \prod_{i=1}^{n-l} \tilde{w}_{\pi_i}^{\sigma_i}(X^i h) \circ T_{-t} \cdot \rho_j \circ T_{-t} \cdot \det(DT_t)^{-1} \circ T_{-t} \cdot \tilde{\alpha} \cdot \varphi \right)
\]

and, changing variables, we obtain

(7.3) \[
\int_{W_j} \prod_{i=1}^{n-l} \tilde{w}_{\pi_i}^{\sigma_i}(X^i h) \cdot (\tilde{\alpha} \varphi) \circ T_t \cdot \rho_j \cdot \det(DT_t)^{-1} \cdot J_{W_t} T_t,
\]

where \( J_{W_t} T_t \) is the Jacobian of \( T_t : W_j \rightarrow W \). Note that

\[
| (\tilde{\alpha} \varphi) \circ T_t | \leq C_{p,q} | \varphi | \leq C_{p,q},
\]

\[\text{Since for smooth } \phi \text{ holds } VT_t \phi = T_t V \phi \text{ and we have used (7.2).}\]
because of Lemma \[4\]. Moreover, \[\left| \frac{\bar{w}_{\pi(i)}}{\bar{w}_{\pi(i)}} \right|_{C^{r+n}} \leq C_{p,q}e^{-\lambda' t} \] (see Lemma \[4\]) and so:

\[
\prod_{i=k+1}^{n-\ell} \left| \frac{\bar{w}_{\pi(i)}}{\bar{w}_{\pi(i)}} \right|_{C^{r+n}} \leq C_{p,q}e^{-\lambda'(n-k-l)t}.
\]

Putting together all the above estimates we finally obtain\(^{15}\)

\[
\left| \int_{W} v_1 \ldots v_n (\mathcal{L}_t h) \cdot \varphi \right| \leq \sum_{0 \leq t \leq n} \left| \int_{W_j} V^t \prod_{i=1}^{n-l} \bar{w}_{\pi(i)} h \cdot (\bar{a}\varphi) \circ T_i p_j \cdot \frac{J_{W_t}}{\det(DT_i)} \right|
\]

\[+ C_{p,q,t}(\| \mathcal{L}_t h \|_{n-1,q} + \| h \|_{n-1,q}).\]

To conclude we need the following distortion lemma:

**Lemma 7.5** \(^{12}\) Lemma 6.2. Given \( W \in \Sigma \) and leaves \( W_j \) such that \( W \subset \bigcup_{j \leq \ell} W_j \) and \( W^+ \supset \bigcup_{j \leq \ell} W_j \) we have the following control:

\[
\sum_{0 \leq t \leq \ell} |J_{W_t} \cdot \det(DT_i)^{-1}|_{C^r(W_j, \mathbb{R})} \leq C.
\]

Lemma \[7.5\] together with \[7.4\] and \[7.5\] implies, for all \( 0 < n \leq p \),

\[
\| \mathcal{L}_t h \|_{0,q} \leq C_{p,q} h_{n-1,q} + C_{p,q,t}(\| \mathcal{L}_t h \|_{n-1,q} + \| h \|_{n-1,q}).
\]

The idea is to finish the proof by induction. For \( n = 0 \) the first inequality of \[7.7\] is the same as \( \| \mathcal{L}_t h \|_{0,q} \leq C_{p,q} h_{0,q} \). On the other hand if \( \| \mathcal{L}_t h \|_{m,q} \leq C_{p,q} h_{m,q} \) for each \( m \leq n < p \), then the second inequality of \[7.7\] yields

\[
\| \mathcal{L}_t h \|_{n+1,q} \leq C_{p,q} h_{n+1,q} + C_{p,q,t}(\| \mathcal{L}_t h \|_{n,q} + \| h \|_{n,q})
\]

\[
\leq C_{p,q} h_{n+1,q} + C_{p,q,t} h_{n+1,q} + \| h \|_{n,q}.
\]

Next, choose \( t_0 \) such that \( C_{p,q} e^{-\lambda t_0} \leq C < 1 \). Then

\[
\| \mathcal{L}_{t_0+h} \|_{n+1,q} \leq \| \mathcal{L}_{t_0} h \|_{n+1,q} + C_{p,q} h_{n+1,q} + C_{p,q,t}(\| \mathcal{L}_t h \|_{n,q} + \| h \|_{n,q})
\]

\[
\leq \| \mathcal{L}_{t_0} h \|_{n+1,q} + C_{p,q} h_{n+1,q} + C_{p,q,t} h_{n,q}.
\]

Writing \( t = mt_0 + s, s \in (0, t_0) \), and iterating the above equation yields

\[
\| \mathcal{L}_t h \|_{n+1,q} \leq \| \mathcal{L}_{t_0} h \|_{n+1,q} + (1 - \sigma)^{-1} C_{p,q} h_{n+1,q} + \| h \|_{n,q}
\]

\[
\leq C_{p,q} h_{n+1,q} + C_{p,q} h_{n,q}.
\]

Finally we have

\[
\| \mathcal{L}_t h \|_{n+1,q} \leq \| \mathcal{L}_t h \|_{n+1,q} + \| h \|_{n,q} \leq C_{p,q} h_{n+1,q}.
\]

This completes the proof of Lemma \[4.1\].

\(^{15}\)Where we have used again the possibility to commute the vector fields by paying an error bound in the \( \| \cdot \|_{n-1,q} \) norm and we have recalled \[2.3\].

\(^{16}\)In fact, \[12\] applies to hyperbolic maps, yet the proof holds also for flows with the only change of thickening \( T_{W_j} \) by \( p \) also in the flow direction.
8. Lasota-Yorke type estimates—the resolvent

In this section we prove Lemma 4.3. In order to do this note that the following may be shown by induction from equation (2.5):

\begin{equation}
R(z)^m h = \frac{1}{(m-1)!} \int_0^\infty t^{m-1} e^{-zt} L_t h \, dt.
\end{equation}

The first inequality of lemma 4.3 follows directly from equations (4.1) and (8.1) by integration over \( t \). Analogously we can use (4.1) to cut the domain of integration.

Indeed for each \( z := a + ib \), \( a \geq a_0 > 0 \), \( \beta \geq 16 \) and \( L := \frac{\omega^2}{a} \), we have\(^{17} \)

\begin{equation}
\left\| \frac{1}{(m-1)!} \int_0^L t^{m-1} e^{-zt} L_t h \, dt \right\|_{p,q} \leq \frac{1}{(m-1)!} \int_L^\infty t^{m-1} e^{-at} C_{p,q} \| h \|_{p,q} \leq C_{p,q} a^{-m} e^{-\frac{m\beta}{2}} \| h \|_{p,q}.
\end{equation}

Accordingly, to prove the second part of lemma 4.3 it suffices to fix \( n \leq p \), \( |v_i|_{C^{n+q}} \leq 1 \), \( |\varphi|_{C^{n+q}} \leq 1 \) and estimate

\[ \frac{1}{(m-1)!} \int_0^L t^{m-1} e^{-zt} \int_W v_1 \ldots v_n (L_t h) \cdot \varphi \, dt. \]

To do so it is convenient to localize in time by introducing a smooth partition of unity \( \{ \phi_i \} \) of \( \mathbb{R}_+ \) subordinated to the partition \( \{(s - 1/2)t_*, (s + 3/2)t_*) \}_{s \in \mathbb{N}} \) where \( t_* = c8 \) and \( c \) is specified in Remark 7.3. In fact, it is possible to have such a partition of the form \( \phi_i(t) := \phi(t - st_*) \) for some fixed function \( \phi \).

We will use the notation of section 7 and the formula (7.5) where the families of submanifolds are chosen for each \( t = st_* \), \( s \in \mathbb{N} \), according to Lemma 7.2 and for \( t \neq st_* \) the families of submanifolds are constructed as described in Remark 7.3. We can then write, for each \( s \in \mathbb{N} \) and setting \( t_* := st_* - t \)\(^{18} \)

\begin{equation}
\left| \int_0^L t^{m-1} e^{-zt} \phi_i(t) \int_W v_1 \ldots v_n (L_t h) \cdot \varphi \, dt \right| \leq \sum_{0 \leq i \leq n} \left| \int_0^L t^{m-1} \phi_i(t) \int_W v_1 \ldots v_n (L_t h) \cdot \varphi \, dt \right| \leq \sum_{0 \leq j \leq \ell} \sum_{i=1}^{n-1} \prod_{s=1}^{n-1} \bar{w}_{(i,s)} L^m h \cdot (\bar{\alpha}_i) \circ T_i \cdot \rho_j \circ T_i \cdot J_W T_i \cdot \det(DT_i)\]

\[ + C_{p,q} L^m \| h \|_{n-1,q}. \]

\(^{17}\)Indeed, setting \( I(m) := \int_L^\infty t^m e^{-at} \), integrating by parts yields \( I(m) = L^m a^{-1} e^{-aL} + ma^{-1} I(m-1) \). Hence, by induction, we can prove the formula

\[ \frac{1}{(m-1)!} I(m-1) = \sum_{j=0}^{m-1} \frac{L^j}{a^{m-j} j!} e^{-aL} = a^{-m} \sum_{j=0}^{m-1} \frac{m^j \beta^j}{j!} e^{-m \beta} \leq a^{-m} \sum_{j=0}^{m-1} \left( \frac{m}{\beta} \right)^j \beta^j e^{-m \beta}, \]

since \( j! \geq \beta^j e^{-j} \). Next, since the maximum of \( \left( \frac{m}{\beta} \right)^j \) is achieved for \( j = m \), hence \( \left( \frac{m}{\beta} \right)^j \leq e^m \),

\[ \frac{1}{(m-1)!} I(m-1) \leq \frac{a^{-m} \beta^m}{\beta - 1} e^{-m (\beta - 1)} \leq C a^{-m} e^{-m \beta 2}. \]

\(^{18}\)By construction, the manifolds \( \{ W_j \} \) in the formula (8.3) depend on \( s \) but not on \( t \).
Lemma 8.1. For each \( n \in \mathbb{N}, q \in \mathbb{R}^+ \) and \( \varphi \in C^{q+n} \),
\[
|A_{\varepsilon} \varphi|_{C^{q+n}} \leq C|\varphi|_{C^{q+n}}; \quad |A_{\varepsilon} \varphi|_{C^{q+n+1}} \leq C|\varepsilon^{-1}|\varphi|_{C^{q+n}};
\]
\[
|A_{\varepsilon} \varphi - \varphi|_{C^{q+n}} \leq C|\varepsilon|\varphi|_{C^{q+n+1}}.
\]

Hence, setting \( \Delta \varphi = (\varphi - A_{\varepsilon} \varphi) \circ T_t \), by the action of \( T_t \) on the derivatives follows \( |\Delta \varphi|_{C^{q+n}} \leq C \varepsilon^{-\lambda(q+n)t} \), provided one chooses \( \varepsilon \leq C \varepsilon^{-\lambda(q+n)t} \). Thus, using (7.4) as well, we have
\[
\sum_{s \in \mathbb{N}} \frac{1}{(m-1)!} \left| \int_0^L t^{m-1} e^{-zt} \phi_s(t) \int_{W_j} \prod_{i=1}^n \bar{w}_{i}^u h \cdot (\bar{\alpha} \varphi) \circ T_t \cdot \frac{\rho_j \cdot J_{W} T_t}{\det(D T_t)} \right|
\]
\[
\leq \frac{C_{p,q,a_0,t}}{(m-1)!} \left| \int_0^L t^{m-1} e^{-zt} \phi_s(t) \int_{W_j} \prod_{i=1}^n \bar{w}_{i}^u h \cdot \Delta \varphi \cdot \frac{\rho_j \cdot J_{W} T_t}{\det(D T_t)} \right|
\]
\[
+ \frac{C_{p,q,a_0,t} L^m}{m!} \sum_{n,q+1} \int_0^L t^{m-1} e^{-zt} \phi_s(t) \int_{W_j} \prod_{i=1}^n \bar{w}_{i}^u h \cdot \frac{\Delta \varphi \cdot \rho_j \cdot J_{W} T_t}{\det(D T_t)}
\]
\[
\leq C_{p,q}(a + \lambda(q+n))^{-m} \|h\|_{p,q} + C_{p,q,a_0,t} \frac{L^m}{m!} \|h\|_{n,q+1}.
\]

Collecting equations (8.2), (8.3), (8.4), (8.5) and (8.6) yields, for each \( n \leq p \),
\[
\|R(z)^m h\|_{n,q} \leq C_{p,q} \left[ a^{-m} e^{-\frac{mz}{2} + (a + \lambda p)^{-m} + (a + \lambda q)^{-m}} \right] \|h\|_{n,q}
\]
\[
+ \left[ a^{-m} |z| + C_{p,q,L^{-1}} \right] \|h\|_{n-1,q} + C_{p,q,a_0,t} \frac{L^m}{m!} \|h\|_{n-1,q+1}.
\]
To conclude it is convenient to introduce, for each $0 < A < 1$, the equivalent weighted norms
\[ \|h\|_{p,q,A} := \sum_{n \leq p} A^n \|h\|_{n,q}. \]

Using such a norm we can write
\[ \|R(z)^m h\|_{p,q,A} \leq C_{p,q} \left[ a^{-m} e^{-\frac{am}{2}} + (a + \lambda')^{-m} + (a + \lambda q)^{-m} \right] \|h\|_{p,q,A} \]
\[ + A(a^{-m}|z| + C_{p,q,Lm^{-1}})\|h\|_{p-1,q,A} + C_{p,q,a_0,Lm^{-1}} A \|h\|_{n-1,q+1,A}. \]

For each $\lambda'' < \lambda'$, calling $\bar{p} := \min\{p,q\}$, there exists $m_a \in \mathbb{N}$, e.g. $m_a = Cm''_{p,q}a$ will do, such that $C_{p,q}(a + \lambda' \bar{p})^{-m_a} \leq \frac{1}{2}(a + \lambda'' \bar{p})^{-m_a}$. Choosing then $\beta$, and hence $L$, large enough\(^{20}\) and $A$ small enough we have
\[ \|R(z)^{m_a} h\|_{p,q,A} \leq (a + \lambda'' \bar{p})^{-m_a}\|h\|_{p,q,A} + C_{p,q,a_0}^{-m_a}|z|\|h\|_{p-1,q+1,A}, \]
which can be iterated to yield the wanted estimate (given the equivalence of the norms).

**Appendix A.**

**Proof of Lemma 7.4.** Our aim is to write the vector field as $v = w^s + w^u + w^f$. We start by making a $C^{r+1}$ change of variables in the chart\(^{21}\) so that $W_j^+$ and $W_j^*$ are subsets of $\mathbb{R}^{d_i} \times \{0\} \times \{0\}$ while $T_i(s, u, \tau) = (s, u, \tau + t)$. In addition, chosen $z \in W_j$, we can assume, without loss of generality, that $E^u(z) = \{(0, 0, u) : u \in \mathbb{R}^{d_u}\}$ and $E^u(T_i(z)) = \{(0, 0, u) : u \in \mathbb{R}^{d_u}\}$. We can then consider the foliation $E = \{E(s, \tau, u)\}$ of a neighbourhood of $W_j^+$ made by the leaves $E(s, \tau, u) := \{(s, \tau, u + v) : v \in \mathbb{R}^{d_u}; |v| \leq \delta\}$ and define the foliation $F = T_i E$.

The idea is to first define the splitting on $T_{i+1} W_j$ and then extend it to a neighbour-hood. We thus define the splitting on $\{(s, \tau, 0)\}$ as follows: $\langle w^s, (0, \tau, u) \rangle = 0$, for each $u \in \mathbb{R}^{d_s}$, $\tau \in \mathbb{R}$; $w^f$ is in the flow direction; $w^u$ belongs to the tangent spaces of the leaves of the foliation $F$.

To verify that the splitting satisfies the wanted properties we need to write the differential of $T_i$ in the chosen coordinate. For each $x$ in a neighbourhood of $W_j$, by the requirement that the flow direction is mapped into the flow direction it follows
\[ DT_i(x) = \begin{pmatrix} A_i(x) & 0 & B_i(x) \\ a_i(x) & 1 & b_i(x) \\ C_i(x) & 0 & D_i(x) \end{pmatrix}. \]

Moreover, if $x \in W_j^+$, then it must be $a_i(x) = 0$; $C_i(x) = 0$ and, finally $b_i(x) = 0$ and $B_i(z) = 0$. In addition, due to the uniform hyperbolicity of the flow, we have that, for each $x \in W_j^+$, $\|A_i(x)\| \leq Ce^{-\lambda t}$, while, for each $x$ in a neighbourhood of $W_j$, $\|\langle B_i(x)u, (b_i(x), u), D_i(x)u\rangle\| \geq Ce^{\lambda t}\|u\|$.\(^{22}\) Notice as well that the size of the neighbourwe are interested in can be chosen arbitrarily, thus, by continuity, we

---

\(^{19}\) The advantage of using weighted norms has been pointed out to us by Sébastien Gouëzel.

\(^{20}\) For example, $\beta \geq 2\bar{p}a^{-1}$ will do, notice that this choice implies that $L$ can be chosen uniformly bounded with respect to $a$.

\(^{21}\) A point in the charts will be written as $(s, \tau, u) \in \mathbb{R}^d$ with $s \in \mathbb{R}^{d_s}$, $\tau \in \mathbb{R}$ and $u \in \mathbb{R}^{d_u}$.

\(^{22}\) The latter follows from the possibility to choose $\delta$ small enough so that all the tangent spaces to the foliations $E$ lay in the unstable cone.
can assume $\|C_t\|_{C^r} + \|\partial_t\|_{C^r}$ arbitrarily small\footnote{Given a function $A$ with values in the matrices we define $\|A\|_{C^s} := \sup_{x} \sum_j |A_{kj}|_{C^s}$. Such a definition has the useful consequence that if $A = BD$, then $\|A\|_{C^s} \leq \|B\|_{C^s} \|D\|_{C^s}$.}. Finally, since the foliation $F$ must be close to the unstable direction, it must follow $\|B_t(x)u\| + |(b_t(x)u)| \leq \frac{1}{2} \|D_t(x)u\|$, for all $u \in \mathbb{R}^{d_0}$.

By construction the tangent space to the leaves of the foliation $F$ has the form

\{(B_t(x)D_t(x)^{-1}u, b_t(x), D_t(x)^{-1}u) : u \in \mathbb{R}^{d_0}\}. Accordingly, setting $v = (v_s, v_f, v_u)$, we have

\[
\begin{align*}
\quad w^s &= (v_s - (B_tD_t^{-1}) \circ T_{-t}v_u, 0, 0) \\
\quad w^f &= (0, v_f - (b_tD_t^{-1}) \circ T_{-t}v_u, 0) \\
\quad w^u &= ((B_tD_t^{-1}) \circ T_{-t}v_u, (b_tD_t^{-1}) \circ T_{-t}v_u, v_u).
\end{align*}
\]

By construction such vector fields satisfy points (a-d) of the Lemma; moreover they belong to $C^r(T_t(W_j))$. To estimate the $C^r$ norm of $U_t(x) := B_t(x)D_t(x)^{-1}$ and $\beta_t(x) := (b_t(x)D_t(x)^{-1})^{-1}$\footnote{Note that, within a chart, the matrices do not depend on $x_t$.}

To do so it is convenient to break up the trajectory in pieces of finite length $t_0$ and, at all the points $T_{kt_0}x$, introduce the same type of coordinates already defined. By the hyperbolicity assumption, given $\lambda' \in (0, \lambda)$, it is possible to choose $t_0 \leq C$ so that $nt_0 = t$ and $\|D_{t_0}(T_{kt_0}x)\| \leq e^{-\lambda't_0}$, $\|A_{t_0}(T_{kt_0}x)\| \leq e^{-\lambda't}$, $\|T_{kt_0}x - T_{kt_0}y\| \leq e^{-\lambda't_k\|T_k\|}x - T_{kt_0}y\|$ for each $k \leq n$ and $x, y \in W_j$. Accordingly, since $D_{(k+1)t_0}(x) = D_{t_0}(T_{kt_0}x)D_{kt_0}(x)$

\[
\begin{align*}
\|D_t^{-1}\|_{C^r} &= \|D_{(n-1)t_0}\|_{C^r} \leq (e^{-\lambda't_0} + Ce^{-\lambda'(n-1)t_0})\|D_{(n-1)t_0}\|_{C^r} \leq Ce^{-\lambda't}.
\end{align*}
\]

Next, notice that

\[
\begin{align*}
\begin{pmatrix}
A_{(k+1)t_0}(x) & 0 & B_{(k+1)t_0}(x) \\
0 & 1 & b_{(k+1)t_0}(x) \\
0 & 0 & D_{(k+1)t_0}(x)
\end{pmatrix}
\end{align*}
\]

\[
= \begin{pmatrix}
A_{t_0}(T_{kt_0}x)A_{kt_0}(x) & 0 & A_{t_0}(T_{kt_0}x)B_{kt_0}(x) + B_{t_0}(T_{kt_0}x)D_{kt_0}(x) \\
0 & 1 & b_{t_0}(T_{kt_0}x)D_{kt_0}(x) + b_{kt_0}(x) \\
0 & 0 & D_{t_0}(T_{kt_0}x)D_{kt_0}(x)
\end{pmatrix}.
\]

Thus, setting $U_k := B_{kt_0}D_{kt_0}^{-1}$, holds

\[
U_{k+1} = A_{t_0}(T_{kt_0}x)U_kD_{t_0}(T_{kt_0}x)^{-1} + B_{t_0}(T_{kt_0}x)D_{t_0}(T_{kt_0}x)^{-1}.
\]

Hence,

\[
\|U_n\|_{C^r} \leq (e^{-\lambda't_0} + e^{-\lambda'(n-1)t_0})^2\|U_{n-1}\|_{C^r} + C.
\]

Iterating the above equation yields $\|U_t\|_{C^r(W_j)} \leq C$. By a similar argument it follows $\|\beta_t\|_{C^r(W_j)} \leq C$. Applying the above estimates to $A$ yields $\|w^u \circ T_t\|_{C^r(W_j)} \leq C$, $\|w^f \circ T_t\|_{C^r(W_j)} \leq C$ and $\|w^f \circ T_t\|_{C^r(W_j)} \leq C$, which proves (e).
This means that the above bounds on the norms does not increase when they are considered on the neighbourhood $T_{-t}U_j$, hence point (e).
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