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Abstract. We study the set of minimal conditional expectations
for inclusions of von Neumann algebras with atomic centres. Con-
trary to the case of finite dimensional centres, the set of minimal
conditional expectations with scalar index consists, in general, of
more than one element. Some calculations relative to the con-
nection between minimal expectations and entropy are also done.
The last section is devoted to the existence of conditional expec-
tations preserving a Markov trace. Simple examples show that all
possibilities can occur.
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1. Introduction

The notion of index was introduced by V. F .R. Jones as an invariant
for inclusions of II1 factors [14] although this concept appeared in pre-
ceding works [6], and, independently, in the theory of statistical dimen-
sion in quantum field theory [3]. The index was generalized to an ar-
bitrary factor-subfactor inclusion N ⊂M by H. Kosaki [17] as a scalar
associated to a faithful normal conditional expectation E : M → N .
F. Hiai [9] and, independently, R. Longo [19] introduced the notions
of minimal index and minimal conditional expectation showing that
for a factor-subfactor inclusion with finite index there exists a unique
conditional expectation whose index is minimal. Moreover Hiai also
established a remarkable connection between minimal index and en-
tropy:

KE(M,N) = log Ind(E) (1)

if and only if E is the minimal expectation, though M. Pimsner and
S. Popa ([23]) were the first to study the relation between entropy
and index in the II1 context. Longo ([19]) pointed out the connection
between the minimal index and the statistical dimension of a sector
in QFT. Remarkable additivity and multiplicativity properties of the
square root of the minimal index are also obtained in [18], [20], [21].
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Jones’ work greatly stimulated the study of the classification of inclu-
sions (see [24] and references therein). In many of these works remark-
able relations with topological invariants of knots and links, as well as
representations of Artin braid group were established (see, for example,
[4], [30]).
Successively J. F. Havet [8] and T. Teruya [28] studied the notion of
minimal expectation for inclusions of von Neumann algebras with fi-
nite dimensional centres. In this case also, the above authors prove that
there exists a unique minimal conditional expectation and its index, a
function in Z(M), is automatically a scalar, if the connectedness as-
sumption Z(N) ∧ Z(M) = C is made. Moreover the same connection
(1) with the entropy is established by Teruya, whereas Havet shows
the existence of a unique Markov trace (strictly related to invariants of
links, see [15], [16]).
In this paper we continue this program studying the set of minimal
conditional expectations in the case of atomic centres.
We start with a preliminary section where we show why we can study
inclusions with atomic centres, and inclusions with diffuse centres sep-
arately. In section 3 we set the stage for our problem and, in section 4
we prove, assuming the connectedness hypothesis Z(N) ∧ Z(M) = C,
the following result. There exists a minimal conditional expectation
E : M → N with scalar index and such that Ef : Mf → Nf is minimal
for the factor-subfactor inclusion Nf ⊂ Mf , f minimal projection of
Z(N) ∨ Z(M); in general, the set of minimal conditional expectations
is a compact convex set containing more than one element, but, if it
consists of only one element, the two properties above are automati-
cally satisfied. In section 5 we describe simple examples which illustrate
these facts. In section 6 we develop some considerations about the con-
nection between minimal index and entropy, some calculations are also
made. Finally, section 7 is devoted to the existence of Markov traces
for an inclusion N ⊂M with atomic (infinite dimensional) centres and
connectedness assumption Z(N)∧Z(M) = C. Contrary to the case of
finite dimensional centres, all possibilities can occur.
Before ending this introduction we want to point out a remarkable
connection established between the square root of the minimal index
and the theory of dimension for tensor C∗-categories ([22]) where the
most important results are established assuming the irreducibility hy-
pothesis (i, i) = C for the unity object. The detailed knowledge of
the set of conditional expectations for an inclusion of von Neumann
algebras with arbitrary centres, and principally the minimal ones or
those which preserve a Markov trace, could play a twofold role in the
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context of (braided) tensor C∗-categories without the irreducibility as-
sumption, that is in the theory of dimension, and in establishing new
connections with links and knots invariants.

2. Preliminaries

In this section we recall some known results on the theory of index,
initiated by V. Jones [14], both for ease of reference and for fixing nota-
tions. Throughout the paper we assume that all von Neumann algebras
have separable predual, and use the following notation: if N ⊂ M are
von Neumann algebras, E(M,N) is the set of all normal faithful con-
ditional expectations from M to N , and E(M) is the set of all normal
faithful states on M .
Let us now recall the definition of H. Kosaki’s index ([17]) based on
A. Connes’ spatial theory and U. Haagerup’s operator valued weights
(see [26]). If N ⊂ M are von Neumann algebras, associated to ev-
ery E ∈ E(M,N) there is an M ′-valued operator weight on N ′, E−1,
uniquely determined by

d(ϕ · E)/dψ = dϕ/d(ψ · E−1),

for all normal faithful weights ϕ on N , ψ on M ′. Observe that E−1(1) ∈
Z(M)+, the extended positive part of Z(M), and does not depend on
the representation of M (as the same proof of [17], Theorem 2.2 works).

Definition 1. IfN ⊂M are von Neumann algebras and E ∈ E(M,N),
we say that E has finite index if E−1(1) ∈ Z(M), and that Ind(E) :=
E−1(1) is the index of E.
N ⊂M has finite index if there exists E ∈ E(M,N) with finite index.

Let now N ⊂M be an inclusion of von Neumann algebras with finite
index and let E ∈ E(M,N). Let ϕ ∈ E(N), and set ψ := ϕ·E ∈ E(M);
let Ψ ∈ H ≡ Hψ cyclic and separating forM and such that ψ = (Ψ, ·Ψ),
and set e := [NΨ] ∈ N ′, the Jones projection of the inclusion. Then
one has

Proposition 1. ([17])
(i) E−1(e) = 1. In particular Ind(E) ≥ 1 and Ind(E) = 1 ⇐⇒ N =
M .

(ii) 〈M, e〉 ≡ span{aeb : a, b ∈ M} ≡ JN ′J , where J ≡ JΨ
M . This

algebra is called Jones basic construction.
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(iii) If J is a modular conjugation for M , and j := adJ , then E1 :=
Ind(E)−1j · E−1 · j(·) ∈ E(〈M, e〉,M) and Ind(E1) = j(E(Ind(E)));
E1 is the expectation dual of E.

Definition 2. We say N ⊂M is connected, if Z(N) ∧ Z(M) = C.

The property of connectedness for an inclusion N ⊂M is related to
some type of connectedness for the spectrum of the commutative von
Neumann algebra Z(N) ∨ Z(M), viewed as a measure space on the
cartesian product of the spectra of Z(N) and Z(M). In the case of
atomic centres, this property directly translates in the connectedness
of a graph naturally associated to the inclusion (see section 3).
The following results show that we can reduce our study of general
inclusions to the cases of connected inclusions with atomic or diffuse
centres separately.

Proposition 2. ([11]) Let N ⊂ M be von Neumann algebras, E ∈
E(M,N). If N =

∫ ⊕
Nωdµ(ω), M =

∫ ⊕
Mωdµ(ω) are their decompo-

sitions with respect to L∞(Ω, µ) ∼= Z ⊂ Z(N)∧Z(M), then for almost

all ω, there exists Eω ∈ E(Mω, Nω) such that E(x) =
∫ ⊕

Eω(xω)dµ(ω),

∀x =
∫ ⊕

xωdµ(ω) ∈M . Besides Ind(E) =
∫ ⊕

Ind(Eω)dµ(ω).

Proposition 3. ([10], Proposition 3.5 and Corollary 4.4) Let N ⊂M
be von Neumann algebras with finite index. Then the following are
equivalent

(i) Z(M) is atomic,
(ii) Z(N) is atomic,
(iii) N ′ ∧M is atomic,
(iv) Z(N ′ ∧M) is atomic.

Theorem 1. Let N ⊂ M be a finite index inclusion of von Neumann
algebras. Then there exists a projection z ∈ Z(N)∧Z(M) s.t. Nz ⊂Mz

has a common decomposition with almost all fibres having atomic cen-
tres, whereas N1−z ⊂ M1−z has a common decomposition with almost
all fibres having diffuse centres.

Proof. Let N =
∫ ⊕

Nωdµ(ω), M =
∫ ⊕

Mωdµ(ω) be their decomposi-
tions with respect to L∞(Ω, µ) ∼= Z(N) ∧ Z(M) and set Ωz := {ω ∈
Ω : Z(Mω) is atomic }, which is a measurable set, as follows from [27].
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Then Z(Nω) is atomic, for almost all ω ∈ Ωz, as follows from the pre-
vious propositions. From next proposition Z(Mω) is diffuse, for almost
all ω ∈ Ω \ Ωz, so that Z(Nω) is diffuse too, because of Proposition 3.
So the projection associated to Ωz is the one we were looking for. �

Proposition 4. Let N ⊂ M be a finite index inclusion of von Neu-
mann algebras s.t. Z(N) ∧ Z(M) = C. Then Z(N) and Z(M) are
either both atomic or both diffuse.

Proof. Let p ∈ Z(M), resp. q ∈ Z(N), be the projections correspond-
ing to the atomic part of Z(M), resp. Z(N), and let c ∈ Z(N) be
the support of p in Z(N). As Nc

∼= Np, Z(Nc) is atomic, because of
Proposition 3, so that p ≤ c ≤ q. Suppose now that q− p 6= 0, then, as
Nq−p ⊂Mq−p has finite index, we obtain that Z(Nq−p) is diffuse, which
is absurd. �

In the sequel the atomic case will be considered, but we hope to
discuss the diffuse case in the future.

3. Inclusions with atomic centres

Let N ⊂ M be a finite index inclusion of von Neumann algebras
with atomic centres, and let {pi}i∈I , {qj}j∈J be the minimal central
projections of M , N respectively.
Let us set A := {(i, j) ∈ I × J : piqj 6= 0}. Introduce the shorthand
notation i ∼ j ⇐⇒ j ∼ i ⇐⇒ (i, j) ∈ A, and observe that for all
i ∈ I there are only finitely many j ∈ J s.t. j ∼ i, and for all j ∈ J
there are only finitely many i ∈ I s.t. i ∼ j. This follows easily from the
fact that Epi(x) := E(x)E(pi)

−1pi has finite index ([10], Proposition
1.4) so that Npi has finite dimensional centre that is piqj 6= 0 for only
finitely many j’s; passing to commutants we get the second half of the
statement.
Let us set Mi := Mpi , Nj := Nqj , Mij := Mpiqj , Nij := Npiqj and let
σij : Nij → Nj be the inverse of the induction isomorphism Nj → Nij.
Then

Proposition 5.
(i) There exists a unique matrix of positive real numbers γE := [γij] s.t.
E(pi) =

∑
j γijqj. This matrix is column-Markovian i.e.

∑
i γij = 1,

and γij 6= 0 ⇐⇒ i ∼ j.
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(ii) For all (i, j) ∈ A one can define Eij ∈ E(Mij, Nij) by Eij(x) :=
γ−1
ij E(x)pi, x ∈Mij.

(iii) One has E(x) =
∑

(i,j)∈A γijσij(Eij(piqjxqj)), x ∈ M , where the
sum converges in the ultraweak topology.

(iv) Conversely, given γ a column-Markovian matrix s.t. γij 6= 0 ⇐⇒
(i, j) ∈ A, and Fij ∈ E(Mij, Nij) for all (i, j) ∈ A, there exists a unique
E ∈ E(M,N), given by E(x) =

∑
(i,j)∈A γijσij(Fij(piqjxqj)), x ∈ M ,

s.t. γE = γ, and Eij = Fij, (i, j) ∈ A.

Proof. It is analogous to ([8], Propositions 2.2, 2.3). �

Definition 3. We call index-matrix the matrix α given by

αij =

{
0 if (i, j) 6∈ A,
Ind(Eij) if (i, j) ∈ A.

Proposition 6. Let E ∈ E(M,N) be of finite index. Then α has finite
entries, and

Ind(E) =
∑
i

(
∑
j

αij
γij

)pi (2)

Proof. The proof of [8], Theorem 2.5, also works in this case. One has
only to observe that

(⊕ijlΛE(piqlMqj))
−uw = ΛE(M)

where we use ΛE to identify the algebras with their images in XE, and

(⊕ijlΛE(piqlMqj))
−σ = ΛE(M)−σ = XE

as the σ-topology is weaker then the ultraweak topology (see [2], par.
1.2). Hence, a (possibly infinite) Pimsner-Popa basis for XE can be
choosen collecting the bases of all the orthogonal summands ΛE(piqlMqj).

�

Propositions 5 and 6 can be also shown analogously to [28].

Let us denote by fi(α, γ) :=
∑

j
αij
γij

and by f(α, γ) := supi fi(α, γ)

so that ‖Ind(E)‖ ≡ f(α, γ). We denote simply by fi(γ) and f(γ) these
functions, if the matrix α is understood from the context.

Remark 1. For the dual conditional expectation E1 ∈ E(M1,M) one

easily obtains α1
ji = αij and γ1

ji =

αij
γij∑
h
αih
γih

.
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Let us recall ([8]) that one can associate to the inclusion N ⊂ M
a bipartite graph G (see [29] for graph theoretical notions) where the
upper vertices correspond to the {pi}’s and the lower ones to the {qj}’s,
and there is an edge between i and j iff piqj 6= 0. It is easy to see
that the above graph is connected iff Z(N) ∧ Z(M) = C, that it is
locally finite if there is a conditional expectation E of finite index, and
the valency of every vertex is uniformly bounded by ‖Ind(E)‖. Due
to the important role played in this paper by one particular graph we
introduce for it a special notation, that is we denote by G∞ the bipartite
graph specified by the connection matrix [aij]i,j∈N, where

aij :=

{
1 if j = i, i− 1,

0 otherwise.
(3)

Proposition 7. Let N ⊂ M be a connected inclusion with infinite
dimensional centres. Then for all E ∈ E(M,N) one has ‖Ind(E)‖ ≥
4.

Proof. Due to the connectedness of G we can choose a subgraph of G
isomorphic to G∞ and this will select I ′ ⊂ I and J ′ ⊂ J . Then one has

‖Ind(E)‖ = sup
i∈I

∑
j∈J

αij
γij
≥ sup

i∈I′

∑
j∈J ′

αij
γij
≥ sup

i∈I′

∑
j∈J ′

1

γ̂ij
≥ 4

where we have chosen γ̂ij ≥ γij s.t.
∑

i∈I′ γ̂ij = 1, for all j ∈ J ′, and
the last inequality follows from a result on G∞ proved in Section 5. �

Proposition 8. If E ∈ E(M,N) is of finite index then

1 ≤ αij ≤ a, γij ∈ [ε, 1− ε], (i, j) ∈ I × J,
for suitable a, ε ≥ 0.

Proof. Follows by direct computation. �

4. The set of Minimal expectations

Let us introduce a partition of E(M,N). For every matrix of expec-
tations G := {Gij}, Gij ∈ E(Mij, Nij), let E(G) := {E ∈ E(M,N) :
Eij = Gij}, so that every expectation in E(G) is uniquely determined
by a matrix γ ∈ Γ := {γ ∈ [0, 1]A :

∑
i γij = 1, ∀j}, and we sometimes

identify E ∈ E(G) with its associated γ ∈ Γ. Conversely γ ∈ Γ deter-
mines an expectation which is faithful iff γij > 0, (i, j) ∈ A. Introduce



8 FRANCESCO FIDALEO AND TOMMASO ISOLA

the topology T on E(G) defined as En → E in the T -topology ⇐⇒
En(x)qj → E(x)qj in norm, for all x ∈ M , j ∈ J . Observe that con-
vergence in this topology is equivalent to γnij → γij, for all i ∈ I, j ∈ J ,
for the associated γ’s.

Recall from [8], Lemme 2.8, the following

Proposition 9. Let N ⊂ M be a finite-index inclusion of von Neu-
mann algebras with finite dimensional centres, and Z(N)∧Z(M) = C,
then for every matrix of expectations G, one has

(i) there is a unique E ∈ E(G) s.t. ‖Ind(E)‖ = inf{‖Ind(F )‖ : F ∈
E(G)},

(ii) the above E has scalar index.

In the atomic infinite dimensional case one does not have the unique-
ness (see the examples in section 5); indeed

Proposition 10. Let N ⊂ M be a finite-index inclusion of von Neu-
mann algebras with atomic centres, and Z(N) ∧ Z(M) = C, then for
every matrix of expectations G, one has

(i) there is E ∈ E(G) s.t. ‖Ind(E)‖ = inf{‖Ind(F )‖ : F ∈ E(G)},
(ii) the above E has scalar index.

Proof. Let us introduce the following subsets of the vertices of G de-
fined inductively by: I1 := {1}, J1 := {j ∈ J : j ∼ 1}, In := {i ∈
I : ∃ j ∈ Jn−1, j ∼ i}, Jn := {j ∈ J : ∃ i ∈ In, i ∼ j}, and observe
that {In}, {Jn} are all finite because of the finite-index condition and
∪In = I, ∪Jn = J . Observe that Γ := {γ ∈ [0, 1]A :

∑
i γij = 1, ∀j}

is compact in the product topology and f(γ) is lower semicontinuous,
so that there is γ0 ∈ Γ s.t. f(γ0) = min f(γ). Let γn ∈ Γ be s.t.
supk∈In fk(γ

n) = minΓ supk∈In fk(γ), which, by the previous proposi-
tion, exists and satisfies fk(γ

n) = const, k ∈ In, and

f(γ0) = sup
k∈I

fk(γ
0) ≥ sup

k∈In
fk(γ

0) ≥ sup
k∈In

fk(γ
n).

In fact one can choose γn as the unique minimal solution for (i, j) ∈
In+1 × Jn and s.t. γnij > 0 otherwise. Observe that ∀i ∈ I, ∃νi ∈ N
s.t. {1, 2, . . . , i} ⊂ In and fi(γ

n) = fi+1(γn), for all n ≥ νi. Let γ̃ be
a limit point of {γn} for the product topology, and γnh → γ̃, then, by
lower semicontinuity of supk≤i fk, one gets

sup
k≤i

fk(γ̃) ≤ lim inf
h→∞

sup
k≤i

fk(γ
nh) ≤ f(γ0)
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so that f(γ̃) ≤ f(γ0) and, by minimality of γ0, we get equality.
Finally we obtain

fi(γ̃) = lim
h
fi(γ

nh) = lim
h
fi+1(γnh) = fi+1(γ̃)

from which we conclude that fi(γ̃) = const. �

Choosing the expectations Gij as the minimal ones, we obtain

Theorem 2. Let N ⊂ M be a finite-index inclusion of von Neumann
algebras with atomic infinite dimensional centres, and Z(N)∧Z(M) =
C. Then there exists an expectation E which satisfies:

(i) ‖Ind(E)‖ = inf{‖Ind(F )‖ : F ∈ E(M,N)},
(ii) E has scalar index,
(iii) Ind(Ef ) = min{Ind(F ) : F ∈ E(Mf , Nf )}, for all minimal projec-
tions f ∈ Z(M) ∨ Z(N).

Proof. Let Eij be the minimal expectation for the inclusion Nij ⊂Mij,
and let E be the expectation obtained in the previous proposition for
this choice of the matrix of expectations; we want to prove that E
satisfies (i).
So, let F ∈ E(M,N) be s.t. ‖Ind(F )‖ ≤ ‖Ind(E)‖, and let G ∈
E(M,N) be obtained from γF and {Eij}, as in Proposition 5 (iv). Then
Ind(G) ≤ Ind(F ) so that ‖Ind(G)‖ ≤ ‖Ind(F )‖ ≤ ‖Ind(E)‖, but,
from the construction of E we have ‖Ind(G)‖ ≥ ‖Ind(E)‖, therefore
‖Ind(F )‖ = ‖Ind(E)‖ and the thesis follows.

�

Definition 4. Let us call minimal an expectation which satisfies (i) of
the above theorem, and special an expectation which satisfies (i)−(iii)
of the above theorem.

Remark 2. In [13], Theorem 1.8, Jolissaint proves the existence of min-
imal expectations in full generality, but he doesn’t show that this ex-
pectation also satisfies other properties like those of Theorem 2.

Proposition 11. Let N ⊂M be as above, then special expectations E
are characterized by:

(i) E has scalar index,
(ii) Ind(E) = inf{Ind(F ) : F ∈ E(M,N), Ind(F ) ∈ R},
(iii) Ind(Ef ) = min{Ind(F ) : F ∈ E(Mf , Nf )}, for all minimal projec-
tions f ∈ Z(M) ∨ Z(N).
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Proof. Let E0 be a special expectation, then the thesis follows from
Ind(E) ≤ Ind(E0) = ‖Ind(E0)‖ ≤ ‖Ind(E)‖ = Ind(E) which implies
E is special. �

In the following, if not otherwise mentioned, we deal only with con-
nected inclusions with finite index and atomic infinite dimensional cen-
tres. In this context we now study the set of minimal expectations more
closely.

Proposition 12. Let G be a fixed matrix of expectations, and setM≡
M(G) := {E ∈ E(G) : ‖Ind(E)‖ = inf{‖Ind(F )‖ : F ∈ E(G)}}. Then
M is a T -compact convex set.

Proof. Let E1, E2 ∈ M, t ∈ (0, 1), and set E := (1 − t)E1 + tE2;
then fk(γ) ≤ (1 − t)fk(γ

1) + tfk(γ
2), ∀k, so that ‖Ind(E)‖ ≤ (1 −

t)‖Ind(E1)‖+ t‖Ind(E2)‖ and E ∈M.
M is compact as it is closed in Γ: let γn → γ0, γn ∈M; then f(γ0) ≤
lim infn f(γn) = min{‖Ind(F )‖ : F ∈ E(G)}, by lower semicontinuity
of f ; so that E ∈M.

�

Definition 5. Let us say that i′, i′′ ∈ I are at distance k if the shortest
path in G from i′ to i′′ has length 2k. Analogously for j′, j′′ ∈ J .

Proposition 13. The set of extremal points ofM(G) consists precisely
of the expectations E = E(γ) that satisfy the following property: set
d := ‖Ind(F )‖, F ∈M, then the distance between two indices i1, i2 ∈ I
s.t. fi1(γ) < d, fi2(γ) < d is at least two.

Proof. Let E ∈ M satisfy the above property and set S := {i ∈ I :
fi(γ) < d}, and suppose that there are E1, E2 ∈ M s.t. E = (1 −
t)E1 + tE2, with t ∈ (0, 1). Then, for all i 6∈ S, d = fi(γ) ≤ (1 −
t)fi(γ

1) + tfi(γ
2) ≤ d, so that 1

γij
= (1 − t) 1

γ1
ij

+ t 1
γ2
ij

, for all i 6∈ S,

j ∼ i. Then γ1
ij = γ2

ij = γij, for all i 6∈ S, j ∼ i. Finally, as for i ∈ S
γij = 1−

∑
k 6∈S γkj, for all j ∼ i, and analogously for γ1

ij and γ2
ij, we get

γ1
ij = γ2

ij = γij, for all i, j. That is E1 = E2 = E, and E is extremal.
Conversely, let us suppose that there are i1, i2 ∈ I, at distance one, s.t.
fi1(γ) < d, fi2(γ) < d, and let j0 be connected to i1 and i2. Let us
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choose ε > 0 s.t., with

γ1
ij =


γi1j0 + ε if i = i1, j = j0,

γi2j0 − ε if i = i2, j = j0,

γij otherwise,

γ2
ij =


γi1j0 − ε if i = i1, j = j0,

γi2j0 + ε if i = i2, j = j0,

γij otherwise,

we have fi1(γ1), fi2(γ1), fi1(γ2), fi2(γ2) < d. Then E = 1
2
(E1 + E2),

with E1, E2 ∈M, so that E is not extremal. �

Remark 3. As M is T -metrizable, Choquet’s theory ([1]) asserts that
the extreme boundary ∂M is a Gδ set and every E ∈M is represented
as the barycentre of a Borel probability measure supported on ∂M. In
generalM is not a simplex (see Example 1), hence the above measure
is not unique.

Remark 4. If the matrix G consists of minimal expectations for the
inclusions Nij ⊂Mij, andM(G) consists of only one element, then the
set of all minimal expectations for the inclusion N ⊂ M consists also
of one element.

5. Some illustrative examples

The following examples, which are chosen to point out some aspects
of the theory, are given in terms of graphs and matrices α’s and γ’s over
them, but they can be easily translated in terms of connected inclu-
sions of von Neumann algebras with atomic centres, and expectations
between them via Proposition 26 in the Appendix (fixing an arbitrary
trace-matrix).

Example 1. Let us consider the graph G∞, with connection matrix
[aij] given by (3). Let a, λ > 0 be s.t. λ, aλ belong to the Jones set
{4 cos2 π

n
: n ∈ N, n ≥ 3} ∪ [4,∞), and set

αij :=

{
aλ if i = j = 1,

λ otherwise.

We want to find the unique special expectation given by Theorem 2
corresponding to an inclusion with the index-matrix α as above; one
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has to find the minimum d which satisfies the following system{
aλ
γ11

= d
λ

1−γk−1,k−1
+ λ

γkk
= d, k > 1.

By means of direct calculations one finds

d =

{
4λ if 0 < a ≤ 2,
a2λ
a−1

if a ≥ 2.

Indeed, the sequence {
γkk =

λ(1−γk−1,k−1)

d(1−γk−1,k−1)−λ

γ11 = aλ
d

converges iff d = 4λ and 0 < a ≤ 2 or d > 4λ and a ≤ d+
√
d2−4dλ
2λ

.
Besides, if 0 < a ≤ 2, d = 4λ is the minimum, whereas, if a > 2 the
minimum d is found by solving

d+
√
d2 − 4dλ

2d
=
aλ

d
.

Using the above results, we obtain examples of:
1) inclusions with only one minimal expectation, just take a ≥ 2, and
think of αij as the minimal indices;
2) inclusions with lots of minimal expectations, which satisfy (iii) but
not (ii) of Theorem 2, just take 0 < a < 2, λ large enough and γ11 ≥ a

4
and think of αij as the minimal indices;
3) inclusions with minimal expectations with scalar index which don’t
satisfy (iii), just take a = 2 and λ ≥ 4, but think of λ as the minimal
index for all the factor-subfactor inclusions Nij ⊂ Mij (see [9], Theo-
rem 1).

Remark 5. Simple calculations applied to the case a = λ = 1 show that
M is not a simplex. Indeed denoting with P := {γ ∈ Γ : γkk = 1

2
, k ≥

3}, the setM∩P, which is a face ofM, is given byM∩P = {γ ∈M :
γkk = 1

2
, k ≥ 3, γ11 ∈ [1

4
, 1

2
], 1−γ11

3−4γ11
≤ γ22 ≤ 1

2
}, and the subset of its

boundary given by {γ ∈M∩P : γ22 = 1−γ11

3−4γ11
} consists of expectations

with f1(γ), f3(γ) ≤ 4, f2(γ) = fk(γ) = 4, k ≥ 4, which are extremal
also for all M as follows from Proposition 13. A simple application of
[1] Proposition II.3.3, shows that M cannot be a simplex.

Example 2. Let us consider the graph G∞ with arbitrary index-matrix
αij interpreted as giving the minimal index of the inclusion Nij ⊂Mij,
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let γ0 correspond to the special expectation of N ⊂ M and d be the
minimal index. Then γ0 is determined recursively by:

γ0
11 = α11

d

γ0
k,k−1 = 1− γ0

k−1,k−1

γ0
kk = gk(γ

0
k−1,k−1) :=

αkk(1−γ0
k−1,k−1)

d(1−γ0
k−1,k−1)−αk,k−1

.

We want to discuss the possibility of having minimal expectations
whose index is a finite support perturbation of the minimal index.
First we observe that minimal expectations, whose index differs only
in the first component from the minimal index d, are obtained if we
choose γ11 >

α11

d
and if the iterative scheme{

γk,k−1 = 1− γk−1,k−1

γkk = gk(γk−1,k−1)

does not abort, that is if γk,k−1, γkk ∈ (0, 1), for all k ∈ N. So we get
the following

Proposition 14. The set of values γ11 for which the above iterative
scheme does not abort is a closed interval [γ0

11, γ̄11].

Proof. Define K1 ⊃ K2 ⊃ . . . by K1 = [γ0
11, 1], Kk = {x ∈ Kk−1 : gk ◦

. . . ◦ g2(x) ∈ [gk(0), 1]}. Looking the graphs of the gk’s, we inductively
see that all Kk are closed intervals. The set of values γ11 for which the
iterative scheme does not abort is

⋂∞
k=1 Kk and the proof follows. �

Now the general case is contained in the following

Proposition 15. There exist minimal expectations whose index is a
suitable perturbation with finite support of the minimal index iff (γ0

11, γ̄11) 6=
∅.

Proof. Let δ = {δi} be a finite support positive sequence, let k ∈ N
be s.t. δi = 0 for all i > k, and set g̃i(x) := αii(1−x)

(d−δi)(1−x)−αi,i−1
. Then

it is easy to see that there exist minimal expectations whose index is
{d− δi} iff γ11 := g−1

2 ◦ . . . ◦ g−1
k ◦ g̃k ◦ . . . ◦ g̃2( α11

d−δ1 ) ∈ (γ0
11, γ̄11]. �

Remark 6. In the case αij = 1 a simple example of a minimal expecta-
tion F whose index is a perturbation of the minimal index is obtained
by F := 1

2
(E0 +E), where E0 is the unique special expectation, and E

corresponds to γij = 1
2
. Indeed fi(γ

F ) < 4 and fi(γ
F )↗ 4.



14 FRANCESCO FIDALEO AND TOMMASO ISOLA

Example 3. Let us consider the graph specified by the connection
matrix [aij], where

aij :=

{
1 if j = i, i+ 1 or (i, j) = (2, 1),

0 otherwise.

Let the index-matrix α be given by

αij :=

{
1 if i = 1, 2,

4 otherwise.

Then the minimal index is 16 and this system has lots of special ex-
pectations. Indeed, setting γ22 = b and imposing scalar index d, one
can calculate γ11, γ12, γ21, γ23 as functions of b and d. If γ23 ≤ 1

2
the

subgraph G∞ has index 16 and one has an interval [49−
√

1722
97

, 49+
√

1722
97

]
of admissible values for b, that is a one-parameter family of special
conditional expectations.

Example 4. This last example furnishes another method for calculat-
ing the minimal index in some special cases.
Let us consider the graph specified by the connection matrix

[aij] =


I1 0 0 0 0 ·
J1 I2 0 0 0 ·
0 J2 I3 0 0 ·
0 0 J3 I4 0 ·
· · · · · ·


where Ik := diag(1 . . . 1), 2k−1 times,

Jk :=

(
Ik

Ik

)
,

and k is the index of the block. Let the index-matrix α be given by

αij :=

{
c (i, j) = (1, 1),

1 otherwise.

Let us consider the connected sub-graph consisting of the first 2n −
1 lower vertices, and compute the γnij’s of an expectation which has
scalar index dn. The scalar index condition forces the off-diagonal γnij’s
belonging to the k-th block to be equal to each other and we denote

this common value by
Nn
k

Dnk
; also the diagonal elements belonging to the

same block are equal to each other and we denote it by
Nn
k−1

Dnk
. Exploiting
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column-markovianity of γn and the scalar index condition from bottom
to top with Nn

n = 1, we get the following recursive system
Nn
k−1 = Dn

k − 2Nn
k

Dn
k−1 = (dn − 1)Dn

k − 2dnN
n
k , k = 2, . . . , n

Nn
n = 1

Dn
n = dn

and Nn
1 , Dn

1 must satisfy the equation

(dn − c)Dn
1 − 2dnN

n
1 = 0.

That is to say, if we introduce the polynomial Qn(d) := (d− c)Dn
1 (d)−

2dNn
1 (d), dn will be a value for a scalar-index expectation of the sub-

system ⇐⇒ dn is a root of Qn. Observe that, performing some
tedious calculations and making use of the fact that Nn+1

k+1 (d) = Nn
k (d)

and Dn+1
k+1(d) = Dn

k (d), for k = 1, . . . , n, we obtain a recursive relation
Qn+1(d) = (d− 3)Qn(d)− 2Qn−1(d), n ≥ 1

Q1(d) = d− (c+ 2)

Q0(d) := 1.

As the Qn’s are orthogonal polynomials ([5]), to obtain the value of the
minimal index of the inclusion specified by the above data, one has to
calculate the limit of the sequence of the greatest roots of the Qn’s. To
do this, observe that if we introduce the matrix

A =


2 + c

√
2 0 0 0 ·√

2 3
√

2 0 0 ·
0

√
2 3

√
2 0 ·

0 0
√

2 3
√

2 ·
· · · · · ·


then Qn is the characteristic polynomial of the matrix An consisting of
the first n rows and columns of A, so that the greatest root of Qn, that
is the spectral radius of An, converges to ‖A‖. As an example, if c = 1
then the minimal index is 3 + 2

√
2.

6. On the minimal index and the entropy

In this section we develop some connections between the minimal in-
dex and the entropy for an inclusion N ⊂M of von Neumann algebras
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with atomic centres. Recall that in case of finite dimensional centres
Teruya proved the following

Proposition 16. ([28]) Let N ⊂ M be a connected inclusion with
finite index and finite dimensional centres and E ∈ E(M,N). Then
the following are equivalent

(i) E ∈ E(M,N) is the minimal expectation,
(ii) Eij is minimal, Ind(E) ∈ R and exist two finite sequences of posi-
tive numbers {µi}, {νj} s.t.

αij
γ2
ij

= µiνj,

(iii) KE(M,N) = log Ind(E).

As we have seen in Section 5, Example 3, there exists in general more
than one minimal expectation with scalar index; we fix our attention
on those which are limit of expectations, minimal when restricted to
suitable finite dimensional systems, as in the proof of Proposition 10.

Proposition 17. Let γ correspond to a limit expectation E as above.
Then there exist two sequences of positive numbers {µi}, {νj} s.t.

αij
γ2
ij

= µiνj. (4)

Proof. Let {γn} be a sequence converging component-wise to γ, as in
the proof of Proposition 10. Then for all i and j we define two sequences
{µni } and {νnj }, defined for all n large enough as ([28], page 446) and
set µi := limn→∞ µ

n
i and νj := limn→∞ ν

n
j , for these limits exist because

µni , νnj are continuous functions of γ. �

Recall that the entropy of an expectation E ∈ E(M,N) is given by

KE(M,N) = sup{
∑
i,j

γijνj log
(
∑

k γikνk)βij
γ2
ijνj

}

where βij := expKEij(Mij, Nij), and the supremum is taken in {ν ∈
`1 : νj > 0,

∑
j νj = 1} (see [28]).

It is easy to see that the supremum may be taken in {ν ∈ `1 : νj ≥
0,
∑

j νj = 1} as well.

Proposition 18. Let E ∈ E(M,N) be a special expectation s.t. there
exist two sequences of positive real numbers {µi}, {νj} satisfying

αij
γ2
ij

=
µiνj.
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Suppose that there exists an increasing sequence {Sn} of finite subsets
of J s.t.

lim
n→∞

∑
j∈S′n

νj∑
j∈Sn νj

→ 0,

where S ′ := {j ∈ S : dist(j, J \ S) = 1}, for all S ⊂ J .
Then

KE(M,N) = log Ind(E).

Proof. From the above remark and the fact that the Eij’s are minimal
we get

KE ≥
1∑

j∈Sn νj

∑
j∈Sn

∑
i∼j

γijνj log
(
∑

k∈Sn γikνk)βij

γ2
ijνj

=
1∑

j∈Sn νj

∑
j∈Sn

∑
i∼j

γijνj log(
∑
k∈Sn

αik
γik

)

= log Ind(E)− 1∑
j∈Sn νj

∑
j∈S′n

∑
i∼j

γijνj log(
d

di
)

≥ log Ind(E)− k
∑

j∈S′n
νj∑

j∈Sn νj

where we set d := Ind(E), di :=
∑

j∈Sn,j∼i
αij
γij

and k > 0 is a uniform

constant, as follows easily from Proposition 8. As KE ≤ log Ind(E)
([10]), we obtain the thesis. �

In the next two propositions we apply the above results to the graph
G∞ of Section 3. Similar calculations could be made also for a little
more complicated graphs.

Proposition 19. Let [αij] be an index-matrix interpreted as giving the
minimal index of the inclusion Nij ⊂ Mij. Let γ correspond to the
special expectation E of N ⊂M . Then we get

KE(M,N) = log Ind(E).

Proof. The thesis will follow from the previous proposition as soon as
we show that there exists a subsequence νnk such that

νnk∑nk
j=1 νj

→ 0. So

suppose on the contrary that
∑n
j=1 νj

νn
≤M , for all n ∈ N. Then we can

apply the inverse function theorem to the function F ≡ (fi) : `∞ → `∞.
Indeed the Frechet derivative of F in γ is given by a matrix L in B(`∞)
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and the norm of L−1 in B(`∞) is bounded by M . Therefore we can
apply the inverse function theorem and conclude that E is not minimal,
contradicting the hypothesis. �

Under the condition that αij = 1 one can also prove the following
result.

Proposition 20. Let the minimal expectation E provide a finite sup-
port perturbation of the minimal index, which exists by Proposition 15.
Then

KE(M,N) = log 4.

Proof. Suppose that fi(γ) = 4 if i > n0. We have

KE(M,N) ≥ log 4− k νn0 + νn∑n
j=n0

νj
.

In this special case we can choose νj ≥ 1. Then

νn0∑n
j=n0

νj
≤ νn0

n− n0

→ 0.

Moreover also
νn∑n
j=n0

νj
→ 0

otherwise we can apply the inverse function theorem and contradict
the minimality of E. �

Remark 7. We cannot generalize to our context Proposition 16
(i) as the previous result shows that there are minimal expectations
with nonscalar index which satisfy (4) and KE = log Ind(E),

(ii) as the above proof also works for the inclusion with graph given
in Example 3, Section 5, showing that there are examples of special
expectations E that do not satisfy (4) but KE(M,N) = log Ind(E).

Actually we cannot extend the result of Proposition 19 to more gen-
eral graphs, as well as the converse connection between entropy and
minimal index.
However it might be reasonable to conjecture that, for the special ex-
pectations E satisfying (4), we always have

KE(M,N) = log Ind(E).
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Indeed, in this case, one could contradict Proposition 18 and hence
assume that ∑

j∈S νj∑
j∈S′ νj

≤M

uniformly for all finite subsets S. This condition seems to be inti-
mately related to the applicability of the inverse function theorem for
constructing an expectation whose index is less than that of E. Unfor-
tunately, at present, this relation is not well understood.

7. Markov traces

Let N ⊂ M be finite von Neumann algebras, τ a faithful normal
trace state on M , E ∈ E(M,N) preserving τ . We say that τ is a
Markov trace with modulus β > 0 if τ extends to a f.n. trace state τ 1

on M1 s.t. βτ 1(xe) = τ(x), x ∈M1, where N ⊂M ⊂M1 is the Jones
tower and e ∈M1 is the Jones projection.

For the reader’s convenience, we recall some definitions and results
(see [8], Section 3):

Proposition 21. The following are equivalent:
(i) τ is a Markov trace with modulus β,
(ii) E has index β.
In this case τ 1 = τE1.

Let now N ⊂ M have atomic centres, and let tri be the trace state
on Mi. Define the trace matrix T := [cij], where cij := tri(piqj). A
trace state on M is determined by a row-vector s = (si) ∈ `1 s.t.
si = τ(pi), as τ(x) =

∑
ij sitri(piqjxqj). Set t = (tj) := sT , then

tj =
∑

k skckj = τ(qj).

Finally set T̃ := [c̃ji], where

c̃ij :=

{
αij
cij

if (i, j) ∈ A,
0 otherwise.

Then E preserves τ iff Eij preserves trij (the trace state on Mij) and
tjγij = sicij.
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Proposition 22. Let E ∈ E(M,N) preserve a f.n. trace state τ on
M . Set δ = (δi) := sT T̃ . Then

(i)

Ind(E) =
∑
i

δis
−1
i pi.

(ii) Ind(E) is a scalar iff s is an `1-eigenvector of T T̃ corresponding to
the eigenvalue Ind(E).

Proposition 23. ([8], Theorem 3.9) Let N ⊂M be a connected, finite
index inclusion of finite von Neumann algebras with finite dimensional
centres. Then there is a unique Markov trace τ with module β which is
the Perron-Frobenius eigenvalue of T T̃ .

In order to ensure the existence and uniqueness of a Markov trace for
the inclusion N ⊂ M , the theory of Perron-Frobenius doesn’t work in
this generality ([25]), because T T̃ is non-compact or even unbounded
as an operator on l1 in some cases (see below).
This problem is considered also by Jolissaint ([12]), but he provides
only examples of existence or non-existence, whereas we have examples
of inclusions with atomic (infinite dimensional) centres for which all
possibilities can occur.

For a linear operator A acting on the space of all complex-valued se-
quences we indicate with σM(A) := {λ > 0 : ∃ ξ ∈ `1

+ s.t. ξA = λξ} the
set of its positive eigenvalues corresponding to `1 positive eigenvectors.
Therefore, if T is the trace-matrix associated to the inclusion N ⊂M ,
σM(T T̃ ) gives rise directly to all the Markov traces for N ⊂M .

Let us consider the graph specified by the following connection ma-
trix [aij]

aij :=

{
1 j = i, i+ 1,

0 otherwise,

with αij = 1, and the trace matrix T := [cij].
In this case

T T̃ =


2 b−1

1 0 0 0 ·
b1 2 b−1

2 0 0 ·
0 b2 2 b−1

3 0 ·
0 0 b3 2 b−1

4 ·
· · · · · ·
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where bk :=
ck+1,k+1

ck,k+1
.

Let us observe that T T̃ − I = VΘV −1, where V = diag(v0, v1, v2, · · · ),
v0 := 1, vn := bnvn−1, and

Θ =


1 1 0 0 0 ·
1 1 1 0 0 ·
0 1 1 1 0 ·
0 0 1 1 1 ·
· · · · · ·

 .

So that, in the space of all complex-valued sequences the equation
sT T̃ = λs can be rewritten as sVΘ = (λ − 1)sV and gives sn+1 =
v−1
n Qn(λ−2

2
)s1, where the polynomials Qn are given by

Q0(x) = 1

Q1(x) = 2x

Qn(x) = 2xQn−1(x)−Qn−2(x), n > 1.

Let us observe that the previous relations define Gegenbauer polyno-
mials with parameter 1 ([5]).
We start with the following technical lemmas.

Lemma 1.
(i) sn > 0, n ∈ N ⇐⇒ λ ≥ 4,
(ii) s ∈ `1 ⇐⇒

∑∞
n=1 v

−1
n Qn(λ−2

2
) <∞.

Proof. (i) It is equivalent to showing Qn(x) > 0, n ∈ N ⇐⇒ x ≥ 1.
Let us observe that the Qn are orthogonal polynomials (see [5]) so that
Qn has only real simple roots which we denote x1n, . . . , xnn and which
satisfy the following separation property

xm−1,n < xm,n+1 < xm,n.

(⇐=) As 2xnn + 1 is the norm of Θn the restriction of Θ to the first n
components, 2xnn + 1↗ ‖Θ‖ = 3, that is xnn ↗ 1, and we are done.
(=⇒) Follows from the fact that if x ∈ [xn−1,n, xnn] then Qn(x) ≤ 0,
and ∪[xn−1,n, xnn] ≡ (−∞, 1) by the separation property.
(ii) is immediate. �

Lemma 2.
(i) Qn(1) = n+ 1, n ∈ N,
(ii) Q′n(1) = 1

3
n(n+ 1)(n+ 2), n ∈ N,

(iii) Q
(k)
n (1) ≥ 0, k, n ∈ N.
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Proof. (i), (ii) follow by induction.

(iii) As Q
(k)
n (x) = 2kQ

(k−1)
n−1 (x) + 2xQ

(k)
n−1(x)−Q(k)

n−2(x), we get, setting

for simplicity akn := Q
(k)
n (1), akn = 2kak−1,n−1 + 2ak,n−1 − ak,n−2. Now

by (i) and (ii) we get a0n, a1n ≥ 0, n ∈ N. Supposing that ak−1,n ≥
0, n ∈ N, we show that akn ≥ 0, n ∈ N. Indeed, as ak2 − ak1 ≥ 0, and
assuming ak,n−1 − ak,n−2 ≥ 0 we get akn − ak,n−1 ≥ 0, we obtain that
akn is increasing in n, and so it is positive for all n, as ak0 = 0. This
concludes the proof. �

The following propositions show that, for this simple example, there
exist choices of trace-matrices for which the corresponding inclusions
have only one Markov trace or Markov traces with modulus in a semi-
closed bounded or unbounded interval; an example with no Markov
trace is easily obtained by considering an inclusion as above with trace-
matrix given by cii = ci,i+1 = 1/2.

Proposition 24.
(i) If c ∈ (2, 4], and bk := e

c
k , then

∑∞
k=1 v

−1
k Qk(x) converges for x = 1,

and diverges for x > 1.
(ii) For all x0 > 1 there exists a choice of {bk}, bk > 1, s.t.

∑∞
k=1 v

−1
k Qk(x)

converges for x ∈ [1, x0), and diverges for x > x0.
(iii) There exists a choice of bk > 1 s.t.

∑∞
n=1 v

−1
n Qn(x) converges for

all x ≥ 1.

Proof. (i) As vn =
∏n

k=1 bk ∼ ecγnc, where γ is Euler’s constant, and
Qn(x) = n+1+ 1

3
n(n+1)(n+2)(x−1)+rn(x), where rn(x) ≥ 0, x ≥ 1

as follows from (iii) of the previous Lemma, we get:
1.
∑∞

n=1 v
−1
n Qn(1) converges as

∑∞
n=1 e

−cγn−c(n+ 1) does;
2.
∑∞

n=1 v
−1
n Qn(x) diverges, if x > 1, as it majorizes

∑∞
n=1 e

−cγn−c 1
3
n(n+

1)(n+ 2)(x− 1), which diverges.
(ii) From ([5], page 177) we have

∑∞
n=0 Qn(x)zn = 1

1−2xz+z2 , if z ∈ C
is s.t. |z| < z(x) := x−

√
x2 − 1. Therefore if we choose bk := z(x0)−1,

with x0 > 1, we have that
∑∞

n=1 v
−1
n Qn(x) converges if 1 ≤ x < x0, as

z(x) > z(x0), and diverges if x ≥ x0, as, if x > x0,
∑∞

n=1 v
−1
n Qn(x) >∑∞

n=1 v
−1
n Qn(x0).

(iii) Let us observe that for all decreasing {qn}, s.t. qn > 0 and∑∞
n=1 qn < ∞, there exists {bk} s.t. (

∏n
k=1 b

−1
k )Qn(n + 1) = qn: in-

deed one has bn = Qn(n+1)
qn

qn−1

Qn−1(n)
, where q0 := 1, for all n ∈ N.

As for all x > 1 there is n0 ∈ N s.t. for all n > n0 one has Qn(x) ≤
Qn(n+ 1), the thesis follows. �
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Proposition 25. Let {bk}k∈N, {ckk}k∈N, and {vk}k≥0 be as above. If
bk > 1, and

∑∞
n=0 v

−1
n converges, then

(i)
∞∑
n=0

(−1)nv−1
n ∈ (0, 1).

(ii) Choosing

c11 :=
∞∑
n=0

(−1)nv−1
n

we get 0 < cnn < 1, n ∈ N.

Proof. Observe that {vk} is decreasing and 0 <
∑n

k=0(−1)kv−1
k < 1,

n ∈ N, so we get (i).
Owing to the relation bk =

ck+1,k+1

1−ckk
, to obtain 0 < ckk < 1, k =

1, · · · , n, one has to choose c11 satisfying the following inequalities

n−2∑
k=0

(−1)kv−1
k < c11 <

n−1∑
k=0

(−1)kv−1
k , if n is odd,

n−1∑
k=0

(−1)kv−1
k < c11 <

n−2∑
k=0

(−1)kv−1
k , if n is even,

and (ii) follows easily. �

Summing up the above results, we can state the following

Theorem 3.
(i) There is a trace-matrix T s.t. σM(T T̃ ) = ∅, i.e. there is an inclusion
of von Neumann algebras possessing no Markov traces.

(ii) There is a trace-matrix T s.t. σM(T T̃ ) = {4}, i.e. there is an
inclusion of von Neumann algebras possessing only one Markov trace,
with modulus 4.

(iii) For all λ0 > 4 there is a trace-matrix T s.t. σM(T T̃ ) = [4, λ0),
i.e. there is an inclusion of von Neumann algebras possessing Markov
traces whose modulus is any value in [4, λ0).

(iv) There is a trace-matrix T s.t. σM(T T̃ ) = [4,∞), i.e. there is
an inclusion of von Neumann algebras possessing Markov traces whose
modulus is any value in [4,∞).

Proof. The thesis follows easily from previous propositions, lemma 1
(ii) and proposition 26. �
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8. Appendix

For the reader’s convenience we give here a construction, analogous
to that in [7], which shows how to associate to a bipartite graph and
matrices α and T , an inclusion of hyperfinite type II1 von Neumann
algebras with atomic centres.

Proposition 26. Given a bipartite graph, an index-matrix α and a
trace-matrix T , there is an inclusion of hyperfinite type II1 von Neu-
mann algebras with atomic centres whose associated graph, index-matrix
of minimal indices, and trace-matrix are the given ones.

Proof. Let us choose an inclusion of hyperfinite type II1 factors Aij ⊂
Bij whose minimal index is αij, and let T = [cij] be the given trace-
matrix. We want to construct an inclusion of hyperfinite type II1 von
Neumann algebras N ⊂ M with atomic centres, s.t. Nij ⊂ Mij is
conjugate to Aij ⊂ Bij, and T is the trace matrix associated to the
inclusion.
Let ϑij ∈ End(R) be s.t. ϑij(R) ⊂ R is conjugate to Aij ⊂ Bij,
eij ∈ Proj(R) be s.t. eij ⊥ eik, j 6= k and τ(eij) = cij, βij : R → Reij

an isomorphism between hyperfinite type II1 factors, πij := βij · ϑij
so that, with Rij := πij(R), Rij ⊂ Reij is conjugate to Aij ⊂ Bij.
Let πj := ⊕i,i∼jπij so that πj(R) ⊂ ⊕i,i∼jReij ≡ (⊕i∈IRi)qj , where
Ri ≡ R and qj :=

∑
i,i∼j eij and we have identified eij ∈ R with

eij ∈ Ri ⊂ ⊕k∈IRk.
Finally set N :=

∑
j πj(R) and M := ⊕k∈IRk so that N ⊂ M .

Therefore pi =
∑

j,j∼i eij so that piqj = eij, τi(piqj) ≡ τ(piqj)

τ(pi)
= cij,

Npiqj = πij(R), Mpiqj = Reij . �
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