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Abstract. We introduce the notion of regular (boundary) poles for infinitesimal gener-
ators of semigroups of holomorphic self-maps of the unit disc. We characterize such reg-
ular poles in terms of β-points (i.e. pre-images of values with positive Carleson-Makarov
β-numbers) of the associated semigroup and of the associated Königs intertwining func-
tion. We also define a natural duality operation in the cone of infinitesimal generators
and show that the regular poles of an infinitesimal generator correspond to the regular
null poles of the dual generator. Finally we apply such a construction to study radial
multi-slits and give an example of a non-isolated radial slit whose tip has not a positive
Carleson-Makarov β-number.

1. Introduction

The theory of semigroups of holomorphic self-maps of the unit disc has been developed
much in the past decades since the basic works of E. Berkson and H. Porta [2] and M.
Heins [16] (see, e.g., [20] and [4] for some recent accounts). Aside its own interest, the
theory of semigroups plays a fundamental rôle in Loewner’s theory (see, e.g., the recent
paper [5] where a general Loewner theory has been developed starting from semigroups
theory). In the present paper we give a contribution to the general theory of semigroups
by introducing and studying regular poles of infinitesimal generators.
Let (ϕt), t ≥ 0, be a semigroup of holomorphic self-maps of the unit disc D, generated

by the holomorphic vector field G (see Section 2.2 for definitions and properties). It is
well known that, apart from the case (ϕt) is a group of elliptic automorphisms, there
exists a unique point τ ∈ ∂D, called the Denjoy-Wolff point of the semigroup, such that
(ϕt) converges uniformly on compacta to the map z 7→ τ as t → ∞. Such a point
is a “regular zero” of G, in the sense that G(τ) = 0 and G′(τ) ̸= 0 if τ ∈ D and
∠ limz→τ G(z)/(z − τ) = L for some L ≤ 0 if τ ∈ ∂D (here, as usual, ∠ lim denotes
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and its Applications” and by La Consejeŕıa de Economı́a, Innovación y Ciencia de la Junta de Andalućıa
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non-tangential limit). Also, if τ ∈ D then τ is the unique fixed point (in the interior of D)
of ϕt for all t > 0, while, if τ ∈ ∂D then τ is the unique boundary regular fixed point for
ϕt with boundary dilatation coefficient less than or equal to 0 for all t > 0 (see Section
2.1).
It is also known [10, Theorem 1] (see also Section 2.2) that the other boundary regular

fixed points of (ϕt) correspond to boundary regular null points of G.
Moreover, for a given semigroup (ϕt) there exists a (unique, once suitably normalized)

univalent function h : D → C which simultaneously linearizes ϕt for all t ≥ 0. Such
a function is called the Königs function of (ϕt) (see Section 2.1). As the function h
intertwines (ϕt) with a linear semigroup of h(D), it is clear that the shape of h(D) reflects
the dynamics of (ϕt). In particular, it is known ([8] and [15]) that a boundary regular
fixed point of (ϕt) corresponds to a direction going to infinity in h(D) contained in a fixed
strip or in a fixed sector—depending on the displacement of the Denjoy-Wolff point.
There might be other types of singularities of G on ∂D and it is natural to expect them

to have some dynamical meaning in terms of (ϕt). The aim of the present paper is to
study “regular poles” of G, namely, points x ∈ ∂D such that

∠ lim inf
z→x

|G(z)(x− z)| = C,

for some C ∈ (0,+∞) (see Section 3.1). In fact, as a consequence of the Berkson-Porta
formula and a version of Julia’s lemma due to C. Cowen and Ch. Pommerenke [12], it turns
out that, for all y ∈ ∂D the limit ∠ limz→y G(z)(y− z) exists in C, and we call its modulo
the “mass” of the pole. Therefore, regular poles are in a sense the worst singularities
an infinitesimal generator might have. Similarly to what happens for boundary regular
null points of a given dilation (see [12], [14]) we show that for any given C > 0, there
exist at most a finite number of regular poles of mass greater than or equal to C (see
Corollary 3.6).
Like boundary regular null points correspond to boundary regular fixed points, also

regular poles have dynamical counterparts. Given a holomorphic map f : D → C, we say
that x ∈ ∂D is a “β-point” (see Section 3.2) provided the limit

∠ lim sup
z→x

|f ′(z)|/|x− z| = L < +∞.

We call L the “mass” of the β-point x.
Our main result can then be stated as follows:

Theorem 1.1. Let G be an infinitesimal generator and let (ϕt) be the associated semigroup
of holomorphic self-maps of D and h the associated Königs function. Let x ∈ ∂D. Then
the following are equivalent:

(1) x is a regular pole of G,
(2) x is a β-point for ϕt for some—hence for all—t > 0,
(3) x is a β-point for h.
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In fact, we have much more quantitative and precise versions of the previous result (see
Theorem 4.1 and Theorem 4.3).
As regular poles of G correspond to poles of order 1, and boundary regular null points of

G (different from the Denjoy-Wolff point) to zeros of order 1, one can see them as a sort of
“dual concepts”. We make this idea precise in Section 5, where, using the Berkson-Porta
representation of infinitesimal generators, to each R-semicomplete holomorphic vector
field G we naturally associate a unique infinitesimal generator Ĝ in such a way that
boundary regular null points of G correspond to regular poles of Ĝ. Using such duality,
in Proposition 5.1 we give a precise and finer characterization of boundary regular fixed
points of semigroups.
β-Points of univalent functions are connected—and that’s the reason we chose such

a name—to the “β-numbers” introduced using extremal length by L. Carleson and N.
Makarov [7]. In fact, D. Bertilsson [3, Theorem 2.1], showed that given a univalent
function f : D → C, the points of ∂(f(D)) with positive Carleson-Makarov β-numbers
correspond one-to-one to the β-points of f and the β-number of a point in ∂(f(D)),
if positive, is equal to the reciprocal of the mass of the corresponding β-point up to a
non-vanishing factor.
The β-numbers are related to the Brennan conjecture. Referring the reader to [3] for a

detailed account on the topic, here we content ourselves to say that the Brennan conjecture
can be reformulated in terms of a (universal) bound on the sum of β-numbers of any given
univalent function. Although the Brennan conjecture has been solved for star-like and
close-to-convex functions (the classes which Königs functions belong to) by B. Dahlberg
and J. Lewis (see [6]), the question of what the shape of a simply connected domain
looks like near a point with positive β-number is still open. In his PhD thesis, Bertilsson
gives some necessary and some sufficient conditions of geometric flavor for a point to have
positive β-number. In Section 6 we examine the shape of the image of Königs functions
near the image of a β-point from a measure theoretic point of view, relating the positive
Borel measure in the Herglotz representation formula of the infinitesimal generator to β-
points (see Proposition 6.1). Out of this, we give some sufficient conditions of geometric
character for a point to be a β-point. In particular, as it is well known, the tip of an
“isolated radial slit” always corresponds to a β-point, but, in Example 7.3 we show that
the tip of a non-isolated radial slit might not have positive Carleson-Makarov β-number.
Such a construction is based on a representation formula for holomorphic vector fields
which generate a radial m-slits evolution in the complex plane and on a geometrical
interpretation of the terms arising, made by using our duality (see Proposition 7.1).

This work started while the first and third named authors were visiting the Mittag-
Leffler Institute, during the program “Complex Analysis and Integrable Systems” in Fall
2011 and it was completed while the first named author was visiting the Departamento de
Matemática Aplicada II in Seville. The authors thank both the Mittag-Leffler Institute
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and the University of Seville for the kind hospitality and the atmosphere experienced
there.

2. Preliminaries

2.1. Boundary regular contact and fixed points. For the unproven statements, we
refer the reader to, e.g., [1], [11] or [20].
Let f : D → D be holomorphic, x ∈ ∂D, and let

αx(f) := lim inf
z→x

1− |f(z)|
1− |z|

.

By Julia’s lemma, it follows that αx(f) > 0. The number αx(f) is called the boundary
dilatation coefficient of f .
If f : D → C is a map and x ∈ ∂D, we write ∠ limz→x f(z) for the non-tangential (or

angular) limit of f at x.
In the following we will make use of this version of Julia-Wolff-Carathéodory’s theorem:

Theorem 2.1 (Julia-Wolff-Carathéodory). Let f : D → D be holomorphic. Let x ∈ ∂D
and assume that

lim sup
(0,1)∋r→1

|f(rx)| = 1.

Then

αf (x) = lim sup
(0,1)∋r→1

|f ′(rx)|.

Moreover, if αf (x) < +∞ then there exists y ∈ ∂D such that

∠ lim
z→x

f(z) = y, ∠ lim
z→x

|f ′(z)| = ∠ lim
z→x

∣∣∣∣y − f(z)

x− z

∣∣∣∣ = αf (x).

Definition 2.2. Let f : D → D be holomorphic. A point x ∈ ∂D is a contact point if
∠ limz→x f(z) = y ∈ ∂D. The point x ∈ ∂D is a regular contact point for f if αf (x) < +∞.
A point x ∈ ∂D is boundary regular fixed point for f if x is a regular contact point and
∠ limz→x f(z) = x.

Remark 2.3. By the Julia-Wolff-Carathéodory Theorem 2.1 a regular contact point is in
fact a contact point.

If x ∈ ∂D is a contact point for f , as customary, we let

f(x) := ∠ lim
z→x

f(x).

If f : D → D is holomorphic, not the identity nor an elliptic automorphism, by the
Denjoy-Wolff theorem, there exists a unique point τ ∈ D, called the Denjoy-Wolff point of
f , such that f(τ) = τ and the sequence of iterates {f ◦k} converges uniformly on compacta
of D to the constant map z 7→ τ . If the Denjoy-Wolff point τ of f belongs to D (and f is
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not the identity nor an elliptic automorphism) then by Schwarz lemma |f ′(τ)| < 1, while,
if τ ∈ ∂D, then αf (τ) ≤ 1.

Remark 2.4. By the Wolff lemma, if x is a regular contact point for f which is not the
Denjoy-Wolff point of f , then αf (x) > 1.

Lemma 2.5. Let f, g : D → D be holomorphic. Let h := f ◦ g. Suppose that x ∈ ∂D is
a (regular) contact point for h. Then x is a (regular) contact point for g and the point
g(x) ∈ ∂D is a (regular) contact point for f . Moreover, h(x) = ∠ limz→g(x) f(z) and
αh(x) = αf (g(x)) · αg(x).

Proof. Let γ(r) := g(rx), for r ∈ (0, 1). Let Ωγ be the ω-limit of γ, namely, q ∈ Ωγ if
there exists {rk} ⊂ (0, 1) converging to 1 such that γ(rk) → q. We claim that there exists
σ ∈ ∂D such that Ωγ = {σ}. Indeed, if q ∈ Ωγ ∩ D, and {rk} ⊂ (0, 1) is a sequence
converging to 1 such that γ(rk) → q, then h(rk) = f(γ(rk)) → f(q) ∈ D, contradicting
the hypothesis that h has a contact point at x. Therefore Ωγ is a connected and compact
subset of ⊂ ∂D, namely, it is a closed arc A, possibly reducing to a point. Suppose that
A is not a point. Thus λ(A) > 0, where λ is the Lebesgue measure on ∂D. By Fatou’s
theorem, there exists a subset A′ ⊆ A such that λ(A) = λ(A′) and f has radial limit at all
points q ∈ A′. Let q ∈ A′, q ̸∈ ∂A (where the boundary is taken in ∂D). Since q ∈ A = Ωγ

but it is not an extreme of the arc A, then the radial segment Γq := {sq : s ∈ (0, 1)}
intersects the curve γ infinitely many times, that is, there exists a sequence {rk} ⊂ (0, 1)
converging to 1 and such that γ(rk) ∈ Γq. Therefore

lim
(0,1)∋r→1

f(r) = lim
k→∞

f(γ(rk)) = lim
k→∞

h(rk) = h(x).

Hence, again by Fatou’s theorem, f ≡ h(x), a contradiction. Thus A reduces to a point
σ ∈ ∂D. This shows that g has radial limit σ ∈ ∂D and Lindelöf’s theorem implies that

∠ lim
z→x

g(z) = σ =: g(x).

By the same token, f has limit h(x) along the curve (0, 1) ∋ r 7→ g(r) which converges to
g(x), hence it has non-tangential limit h(x) at g(x).
Now, ∣∣∣∣1− h(r)

1− r

∣∣∣∣ = ∣∣∣∣1− f(g(r))

1− g(r)

∣∣∣∣ ∣∣∣∣1− g(r)

1− r

∣∣∣∣ ,
and the rest of the statement follows from the Julia-Wolff-Carathéodory Theorem 2.1. �

2.2. Semigroups and infinitesimal generators. A semigroup (ϕt) of holomorphic self-
maps of D is a continuous homomorphism between the additive semigroup (R+,+) of
positive real numbers and the semigroup (Hol(D,D), ◦) of holomorphic self-maps of D
with respect to the composition, endowed with the topology of uniform convergence on
compacta.
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By Berkson-Porta’s theorem [2], if (ϕt) is a semigroup in Hol(D,D) then t 7→ ϕt(z) is
analytic and there exists a unique holomorphic vector field G : D → C such that

∂ϕt(z)

∂t
= G(ϕt(z)).

Such a vector field G, called the infinitesimal generator of (ϕt), is semicomplete in the
sense that the Cauchy problem {•

x= G(x(t))

x(0) = z

has a solution xz : [0,+∞) → D for all z ∈ D. Conversely, any semicomplete holomorphic
vector field in D generates a semigroup in Hol(D,D).
We denote by Gen(D) the set of infinitesimal generators in D. Recall that Gen(D) is a

closed (in Hol(D,C)) convex cone with vertex in 0.
Let G ̸≡ 0 be an infinitesimal generator with associated semigroup (ϕt). Then there

exists a unique τ ∈ D and a unique p : D → C holomorphic with Re p(z) ≥ 0 such that
the following formula, known as the Berkson-Porta formula, holds

G(z) = (z − τ)(τz − 1)p(z).

The point τ in the Berkson-Porta formula turns out to be the Denjoy-Wolff point of ϕt

for all t > 0. Moreover, if τ ∈ ∂D it follows ∠ limz→τ ϕ
′
t(z) = eβt for some β ≤ 0.

A boundary regular fixed point for a semigroup (ϕt) is a point p ∈ ∂D which is a
boundary regular fixed point all ϕt, t > 0.
A boundary regular null point for an infinitesimal generator G, is a point x ∈ ∂D such

that

∠ lim
z→x

G(z)

z − x
= ℓ ∈ R,

exists finite. The number ℓ is called the dilation of G at x.
The following result shows the relations among the various objects introduced so far.

The statements are taken from [9, Theorem 1], [10, Theorem 2] (except the first claim
about boundary regular points which is essentially in [21, pag. 255]), see also [13].

Proposition 2.6. Let (ϕt) be a semigroup of holomorphic self-maps of D with infinitesimal
generator G. Let x ∈ ∂D. If x is a boundary (regular) fixed point for ϕt0 for some t0 > 0
then it is a boundary (regular) fixed point for ϕt for all t ≥ 0. Moreover, the following are
equivalent:

(1) x is a boundary regular fixed point for (ϕt) and the boundary dilation coefficient of
ϕt at x is eβt for some β > 0,

(2) x is a boundary regular null point for G with dilation β > 0.

To any semigroup of holomorphic self-maps of the unit disc is associated a (unique)
intertwining map which simultaneously linearizes the semigroup. The ideas for the proof
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of the following result are in [16], and, with different methods in [2] and [21] (see also [1,
Chapter 1.4]).

Proposition 2.7. Let (ϕt) be a non-trivial semigroup in D with infinitesimal generator
G. Then there exists a unique univalent function h : D → C, called the Königs function
of (ϕt), such that

(1) If (ϕt) has Denjoy-Wolff point τ ∈ D then h(τ) = 0, h′(τ) = 1 and h(ϕt(z)) =
eG

′(τ)th(z) for all t ≥ 0. Moreover, h is the unique holomorphic function from D
into C such that
(i) h′(z) ̸= 0, for every z ∈ D,
(ii) h(τ) = 0 and h′(τ) = 1,
(iii) h′(z)G(z) = G′(τ)h(z), for every z ∈ D.

(2) If (ϕt) has Denjoy-Wolff point τ ∈ ∂D then h(0) = 0 and h(ϕt(z)) = h(z) + t for
all t ≥ 0. Moreover, h is the unique holomorphic function from D into C such
that:
(i) h(0) = 0,
(ii) h′(z)G(z) = 1, for every z ∈ D.

Boundary regular fixed points of semigroups can be detected by looking at the geometry
of the image of the associated Königs function. The proof of the following lemma is
essentially contained in [8, Theorem 2.6] and [15, Lemma 5].

Lemma 2.8. Let Ω ⊂ C be a domain star-like with respect to 0. Let h : D → Ω be
the Riemann map such that h(0) = 0, h′(0) > 0. For η ∈ [0, 1) and α ∈ (0, 1/2) let
Vη(α) := {z ∈ C : z = se2πiθ : s ∈ [0,+∞), θ ∈ (η − α, η + α)}.
Assume there exists η0 ∈ [0, 1) and α0 ∈ (0, 1/2) such that Vη0(α0) ⊂ Ω. Then x :=

limR∋r→+∞ h−1(re2πiη) ∈ ∂D is a boundary regular fixed point of the semigroup ϕt(z) :=
h−1(e−th(z)) with dilation β given by

β = sup{α : Vη(α) ⊂ Ω and Vη0(α0) ⊂ Vη(α)}.

3. Regular poles and β-points

3.1. Regular poles.

Definition 3.1. Let G ∈ Gen(D). A point x ∈ ∂D is a regular pole of G of mass C > 0 if

∠ lim inf
z→x

|G(z)(x− z)| = C.

We denote by PC(G) the set of regular poles of G of mass C. Moreover, we let

P(G) := ∪C>0PC(G)

be the set of regular poles of G.
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As we see, infinitesimal generators behave well at regular poles, essentially as a conse-
quence of Julia’s lemma, whose following version was first proved in [12, Lemma 4.0] (see
also [14, Lemma 4.2]):

Lemma 3.2 (Cowen-Pommerenke). Let p : D → C be holomorphic and Re p(z) ≥ 0 for
all z ∈ D. Then for all x ∈ ∂D the following limit exists

∠ lim
z→x

1

2
p(z)(1− xz) = L ∈ [0,+∞).

Moreover, the function h(z) := p(z)− L(x+ z)/(x− z) is such that Reh(z) ≥ 0.

Berkson-Porta’s formula and Lemma 3.2 imply:

Lemma 3.3. If G ∈ Gen(D), then for all x ∈ ∂D the non-tangential limit

∠ lim
z→x

G(z)(x− z) = a

exists, with |a| ∈ [0,+∞).

Remark 3.4. By Lemma 3.3, if G ∈ Gen(D) then

PC(G) = {x ∈ ∂D : ∠ lim
z→x

|G(z)(x− z)| = C}.

Note that if x ∈ ∂D is a regular pole then

∠ lim
z→x

|G(z)| = ∞.

Along the lines of the Cowen-Pommerenke inequalities [12] (see also [14]) we prove the
following result:

Proposition 3.5. Let G ∈ Gen(D) be given by the Berkson-Porta formula G(z) = (τ −
z)(1− τz)p(z) for some τ ∈ D and p : D → C holomorphic with Re p(z) ≥ 0 for all z ∈ D.
Let Aj > 0, j = 1, . . . ,m. Let xj ∈ PAj

(G) for j = 1, . . . ,m. Then

m∑
j=1

Aj

2|xj − τ |2
≤ Re p(0).

Proof. We can suppose that p is not constant. For j = 1, . . . ,m, let

Lj := lim
(0,1)∋r→1

1− r

2
p(rxj).

By Lemma 3.2 such a limit exists finite and non-negative and moreover the function

h(z) := p(z)−
m∑
j=1

Lj
xj + z

xj − z
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is holomorphic in D and Reh(z) ≥ 0 for all z ∈ D. From Reh(0) ≥ 0, taking into account
that

Aj = lim
(0,1)∋r→1

|G(rxj)|(1− r) = 2|xj − τ |2Lj,

we have the inequality. �

A direct consequence of the previous proposition is the following:

Corollary 3.6. Let G ∈ Gen(D). Then for all C > 0

♯ (∪D≥CPD(G)) < +∞.

3.2. β-Points. We start with some general facts. First, we recall the following (for a
proof see, e.g., [18, Theorem 10.5]):

Lemma 3.7. Let f : D → C be holomorphic and let x ∈ ∂D. The following are equivalent:
(1) ∠ limz→x f(z) = A ∈ C and

∠ lim
z→x

f(z)− A

z − x
= L ∈ C.

(2) ∠ limz→x f
′(z) = L ∈ C.

In the sequel we will strongly use the following fact:

Lemma 3.8. Let f : D → D be univalent. Let x ∈ ∂D. Suppose that

lim
(0,1)∋r→1

|f ′(rx)| = 0.

Then there exists σ ∈ D such that ∠ limz→x f(z) = σ.

Proof. Since f is univalent, by the Lehto-Virtanen theorem (see, e.g. [18, Lemma 9.3,
Theorem 9.3]), our hypothesis implies that

(3.1) ∠ lim
z→x

|f ′(z)| = 0.

Now, let K(x,R) := {z ∈ D : |x− z| < R(1− |z|)}, for some R > 1, be a Stolz angle. By
Lemma 3.7 there exists σ ∈ D such that ∠ limz→x f(z) = σ.
Now, if σ ∈ ∂D, the Julia-Wolff-Carathéodory Theorem 2.1 implies that

0 = lim
(0,1)∋r→1

|f ′(rx)| = αf (x) > 0,

a contradiction. �

Remark 3.9. The previous lemma holds for holomorphic self-maps of the unit disc which
are not necessarily univalent replacing the hypothesis with (3.1).
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Definition 3.10. Let f : D → C be holomorphic. A point x ∈ ∂D is a β-point if

∠ lim sup
z→x

|f ′(z)|
|x− z|

= L < +∞.

We call L the mass of f at x and we denote by Bβ(f) the set of all β-points of f .

Note that if x ∈ Bβ(f) then ∠ limz→x |f ′(z)| = 0.

Remark 3.11. By [3, Theorem 2.1], if f : D → C is univalent, for every x ∈ ∂D the angular
limit

∠ lim
z→x

|f ′(z)|
|x− z|

= L

exists, with L ∈ (0,+∞]. However, we will not use this result in here.

4. The main results

We are going to prove that regular poles of infinitesimal generators correspond to β-
points of associated semigroups, plus some other simpler characterizations:

Theorem 4.1. Let G ∈ Gen(D) and let (ϕt) be the associated semigroup of holomorphic
self-maps of D. The following are equivalent:

(1) ∠ lim sup
(0,1)∋r 7→1

|G(rx)|(1− r) > 0,

(2) x ∈ P(G),
(3) x ∈ Bβ(ϕt) for some—hence for all—t > 0,
(4) ∠ limz→x ϕ

′
t(z) = 0, ∠ limz→x ϕ

′′
t (z) = L ∈ C for some—and hence for all—t > 0,

(5) lim(0,1)∋r 7→1 |ϕ′
t(rx)| = 0, lim sup(0,1)∋r 7→1 |ϕ′′

t (rx)| < +∞ for some—and hence for
all—t > 0,

(6) there exists t0 > 0 such that lim sup
(0,1)∋r 7→1

|ϕ′
t0
(rx)|

1− r
< +∞

Moreover, if the previous conditions are satisfied then for all t > 0

a) ∠ limz→x ϕt(z) = σt ∈ D, ∠ limz→x ϕ
′
t(z) = 0,

b) if x ∈ P|A|(G) with A = ∠ limz→x G(z)(z − x) then

∠ lim
z→x

ϕ′′
t (z) = ∠ lim

z→x

ϕ′
t(z)

z − x
=

G(σt)

A
.

Proof. By Lemma 3.3, (1) is equivalent to (2). Moreover, clearly, (3) implies (6). While
(4) implies (5).
Next, assume (6) holds. By Lemma 3.8 there exists σ ∈ D such that ∠ limz→x ϕt0(z) =

σ. Recall that, differentiating in s the equality ϕt(ϕs(z)) = ϕt+s(z) at s = 0, for all t ≥ 0
and z ∈ D we have

(4.1) ϕ′
t(z)G(z) = G(ϕt(z)).
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Thus, for r ∈ (0, 1), we obtain

(4.2)
|ϕ′

t0
(rx)|

1− r
|G(rx)|(1− r) = |G(ϕt0(rx))|.

Now, limr→1G(ϕt0(rx)) = G(σ) ∈ C. If G(σ) ̸= 0 then (1) follows immediately from
(4.2). But, if G(σ) = 0 then ϕt0(σ) = σ. The function ϕt0 is univalent, thus for any open
disc U relatively compact in D and containing σ there exists an open set V relatively
compact in D and containing σ such that ϕt0(U) = V and ϕt0(D \U) ⊂ D \V . Since {rx}
is eventually outside any relatively compact disc containing σ, it follows ϕt0(rx) ̸→ σ, a
contradiction. Thus G(σ) ̸= 0.
Now, assume that (2) holds. In this case we cannot argue directly using (4.2) because,

a priori, r 7→ ϕt0(rx) might have (even tangential) limit at a boundary point where G
explodes. Let

C := ∠ lim
z→x

|G(z)(x− z)| > 0.

For t ≥ 0, let
A(t) := lim sup

(0,1)∋r 7→1

|ϕ′
t(rx)|.

We claim that

(4.3) A(t) = 0, ∀t > 0.

Assume for the moment that (4.3) is true. Fix t > 0. Then Lemma 3.8 implies that there
exists σt ∈ D such that ∠ limz→x ϕt(z) = σt. By (4.1)

∠ lim
z→x

|ϕ′
t(z)|

|x− z|
= ∠ lim

z→x

|G(ϕt(z))|
|G(z)||x− z|

=
|G(σt)|

C
< +∞,

proving that x ∈ Bβ(ϕt) for all t > 0, that is (3).
We are left to show that (4.3) holds. Arguing by contradiction, let t0 > 0 be such that

A(t0) > 0. Let {rn} ⊂ (0, 1) be a sequence converging to 1 such that

lim
n→∞

|ϕ′
t0
(rnx)| = A(t0).

Up to subsequences, we can also assume that ϕt0(rnx) → σ ∈ D. By (4.1) we have for
n ∈ N

(4.4) |ϕ′
t0
(rnx)| =

|G(ϕt0(rnx))||1− rn|
|G(rnx)||1− rn|

.

Now, |G(rnx)||1−rn| → C > 0 by hypothesis. Thus, if σ ∈ D then |G(ϕt0(rnx))||1−rn| →
0, which implies A(t0) = 0, against our hypothesis on A(t0). Hence σ ∈ ∂D.
Let G(z) = (τ − z)(1− τz)p(z) be the Berkson-Porta decomposition of G. Let g(z) :=

−zp(ϕt0(z)). Again by the Berkson-Porta formula, g ∈ Gen(D). By Lemma 3.3 it follows
that

lim
n→∞

|g(rnx)||1− rn| = b < +∞.



12 F. BRACCI, M.D. CONTRERAS, AND S. DÍAZ-MADRIGAL

Hence there exists M > 0 such that

|G(ϕt0(rnx))||1− rn| = |g(rnx)||1− rn|
|τ − ϕt0(rnx)||1− τϕt0(rnx)|

rn
≤ M

for all n ∈ N. Thus (4.4) shows that
0 < A(t0) < +∞.

By the Julia-Wolff-Carathéodory Theorem 2.1, it follows that ∠ limz→x ϕt0(z) = σ and
∠ limz→x |ϕ′

t0
(z)| = A(t0). Hence, x is a regular contact point for ϕt0 . If x were a boundary

regular fixed point for ϕt0 then by Proposition 2.6 it would hold ∠ limz→x |G(z)| = 0
against x ∈ P(G).
Therefore x is a regular contact point for ϕt0 which is not fixed. We claim that x is a

regular contact point for ϕt0/2n for all n ∈ N and that the points σn := ϕt0/2n(x) are such
that σm ̸= σn for m ̸= n.
Since ϕt0 = ϕt0/2 ◦ ϕt0/2, we can apply Lemma 2.5, which implies that x is a regular

contact point for ϕt0/2. Moreover, if σ2 := ∠ limz→x ϕt0/2(z) then σ2 is a regular contact
point for ϕt0/2 and ϕt0/2(σ2) = ϕt0(x). By induction we prove that x is a regular contact
point for ϕt0/2n for every n ∈ N.
Now we have to show that σn ̸= σm for n ̸= m. Assume this is not the case and let

σn = σm for some n > m. Then

ϕ t0
2n

(2n−m−1)(σn) = ϕ t0
2m

− t0
2n
(ϕ t0

2n
(x)) = ϕ t0

2m
(x) = σm = σn.

Hence, ϕ t0
2n

(2n−m−1) has a boundary fixed point at σn, and by Proposition 2.6, ϕt has a

boundary fixed point at σn for all t ≥ 0. But σn is a regular contact point for ϕt0/2n hence
in fact it is a boundary regular fixed point for ϕt0/2n , which implies that σn is a boundary
regular fixed point for ϕt for all t ≥ 0 by Proposition 2.6. Also,

ϕt0(x) = ϕ◦2n
t0/2n

(x) = ϕ
◦(2n−1)
t0/2n

(ϕt0/2n(x)) = ϕ
◦(2n−1)
t0/2n

(σn) = σn.

Now, by hypothesis x is not a boundary regular fixed point for ϕt0 , hence, x ̸= σn. Thus
ϕt0(x) = ϕt0(σn) and σn has two distinct pre-images x, σn by the map ϕt0 . By [12, Lemma
8.2] it follows that either αϕt0

(x) = +∞ or αϕt0
(σn) = +∞, namely, both x and σn can

not be regular contact points for ϕt0 , reaching a contradiction. Thus we have proved that
x is a regular contact point for ϕt0/2n for all n ∈ N and σm ̸= σn for m ̸= n.
By (4.1) we have for all r ∈ (0, 1)

|G(ϕt0/2n(rx))||σn − ϕt0/2n(rx)| = |ϕ′
t0/2n

(rx)||G(rx)||1− r|
|σn − ϕt0/2n(rx)|

|1− r|
.

Taking the limit for r → 1, using the Julia-Wolff-Carathéodory Theorem 2.1 and taking
into account that the curve (0, 1) ∋ r 7→ ϕt0/2n(rx) is non-tangential because x is a regular
contact point (see, e.g. [11, pag. 54]), we obtain

lim
r→1

|G(ϕt0/2n(rx))||σn − ϕt0/2n(rx)| = C(αϕt0/2
n (x))

2 ≥ C,
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because αϕt0/2
n (x) > 1 by Remark 2.4. Therefore for each n ∈ N we have that σn ∈

∪D≥CPD(G). This implies that the set ∪D≥CPD(G) is infinite, against Proposition 3.6.
We have finally reached a contradiction and claim (4.3) is proved.
Using Lemmas 3.7, 3.8 and equality (4.1), statements (1), (2), (3) or (6) imply (a) and

(b) and (4).
Finally, if (5) holds, the mean value theorem implies (6). �

In the previous proof we showed the following fact: if (ϕt) is a semigroup of holomorphic
self-maps of D such that x ∈ ∂D is a regular contact point for ϕt0 for some t0 > 0 then x
is a regular contact point for ϕt0/2n for all n ∈ N. Moreover, if x is not a boundary regular
fixed point for ϕt0 and σn := ∠ limz→x ϕt0/2n(z), then σn ̸= σm for n ̸= m. This fact is in
a sense “sharp”, as the following example shows:

Example 4.2. Let Ω := {w ∈ C : Rew > 0} \ (0, 2]× {0}. Let φ : D → Ω be a Riemann
mapping. Consider the semigroup ϕt := φ−1(φ(z) + t), t ≥ 0. Let a = (1, 0). Then there
exists two points x1, x2 ∈ ∂D such that φ(x1) = φ(x2) = a. It is possible to prove that
both x1, x2 are boundary regular contact point for ϕt for t < 1 but |ϕt(x1)|, |ϕt(x2)| < 1
for t > 2.

Now we are going to relate the regular poles of an infinitesimal generator to the β-points
of the associated Königs function:

Theorem 4.3. Let G ∈ Gen(D) and let h : D → C be the associated normalized Königs
function. The following are equivalent:

(1) x ∈ P(G),
(2) x ∈ Bβ(h),

(3) lim inf
(0,1)∋r 7→1

|h′(rx)|
1− r

< +∞.

(4) ∠ limz→x h(z) ∈ C, ∠ limz→x h
′(z) = 0 and ∠ limz→x h

′′(z) = ℓ ∈ C,
(5) lim(0,1)∋r 7→1 |h′(rx)| = 0, lim sup(0,1)∋r 7→1 |h′′(rx)| < +∞,

Moreover, let τ ∈ D be the Denjoy-Wolff point of G. If the previous conditions are satisfied
and x ∈ P|A|(G) with A = ∠ limz→x G(z)(z − x), then

a) If τ ∈ D then

∠ lim
z→x

h′′(z) = ∠ lim
z→x

h′(z)

z − x
=

h(x)G′(τ)

A
̸= 0,

where h(x) = ∠ limz→x h(z).
b) If τ ∈ ∂D then

∠ lim
z→x

h′′(z) = ∠ lim
z→x

h′(z)

z − x
=

1

A
.

Proof. Clearly, (2) implies (3).
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In case τ ∈ ∂D, then G(z) = 1/h′(z), hence

(4.5)
h′(z)

z − x
=

1

G(z)(z − x)
.

From here and from Lemma 3.3 we have clearly that (1) is equivalent to (2) and (3).
In case τ ∈ D we have G(z) = G′(τ)h(z)/h′(z) and h(τ) = 0. Therefore

(4.6)
h′(z)

z − x

1

h(z)
=

G′(τ)

G(z)(z − x)
.

Assume (1) holds and let (ϕt)t≥0 be the semigroup of holomorphic self-maps of D generated
by G. Since h(ϕt(z)) = eG

′(τ)th(z), from Theorem 4.1.a) it follows that

∠ lim
z→x

h(z) = e−G′(τ)th(σt) ∈ C.

Hence (2) follows from (4.6). Conversely, if (3) holds, since ∠ lim infz→x |h(z)| > 0 (be-
cause h is univalent and h(τ) = 0), (4.6) and Lemma 3.3 imply (1).
Now, if (1)—(3) are satisfied, then (a) and (b) follow from (4.6), (4.5) and Lemma 3.7.

Hence, (4) and (5) hold.
Clearly, (4) implies (5). Finally, if (5) holds, the mean value theorem applied to the

real and imaginary part of h′, implies (3). �
Remark 4.4. Let h : D → C be univalent and star-like, h(0) = 0, h′(0) = 1, and let
Ω := h(D). We can define the semigroup of holomorphic self-maps of D whose elements
are ϕt := h−1(e−th(z)). A direct computation shows that the associate infinitesimal
generator is of the form G(z) = −zp(z), with Re p(z) > 0 for all z ∈ D and p(0) = 1.
From [3, Theorem 2.1] and Theorem 4.3 we infer that the points of ∂Ω with positive
β-numbers correspond to regular poles of G and, if A > 0 and if x ∈ PA(G) then the
β-number of h(x) with respect to 0 is given by

βΩ(0, h(x)) = 2|h(x)|A.

5. Dual generators

Definition 5.1. Let G ∈ Gen(D), G ̸≡ 0. Let G(z) = (τ −z)(1− τz)p(z) be the Berkson-
Porta decomposition of G, where τ ∈ D is the Denjoy-Wolff point of the associated
semigroup and p : D → C holomorphic with Re p(z) ≥ 0 for all z ∈ D. We define the dual
infinitesimal generator

Ĝ(z) := (τ − z)(1− τz)
1

p(z)
.

Remark 5.2. Let G ∈ Gen(D), G ̸≡ 0 and let τ ∈ D be the Denjoy-Wolff point of the

associated semigroup. Then Ĝ ∈ Gen(D) and the associated semigroup has Denjoy-Wolff

point τ . Moreover,
ˆ̂
G = G.
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In fact, this follows at once from the Berkson-Porta formula as soon as one realizes that
1/p : D → C is holomorphic (because p(z) = 0 for some z ∈ D if and only if p ≡ 0 if and
only if G ≡ 0) and Re (1/p(z)) ≥ 0.

As a matter of notation, if G ̸≡ 0 is an infinitesimal generator in D, we denote by (ϕ̂t)

the semigroup and by ĥ the Königs function associated with Ĝ.
Notice that

(5.1) G(z)Ĝ(z) = (τ − z)2(1− τz)2.

From this formula we immediately have:

Proposition 5.3. Let G ∈ Gen(D), G ̸≡ 0 with Denjoy-Wolff τ ∈ D. Let x ∈ ∂D \ {τ}.
Then the following are equivalent:

(1) x is a boundary regular null point for G of dilation ℓ := limr→1 |G(rx)|/(1−r) > 0

(2) x is a regular pole for Ĝ of mass |τ − x|4/ℓ.

Now we give the following complete characterization of boundary regular null points:

Proposition 5.4. Let G ∈ Gen(D), G ̸≡ 0, with Denjoy-Wolff point τ ∈ D. Let h be
the associated Königs function and (ϕt) the associated semigroup. Let x ∈ ∂D \ {τ}. The
following are equivalent:

(1) lim inf(0,1)∋r→1 |G(rx)|/(1− r) < +∞,
(2) x is a boundary regular null point for G,
(3) x is a boundary regular fixed point for some—and hence any—ϕt, t > 0,
(4) there exists ρ > 0 such that

• lim
(0,1)∋r→1

log |h(rx)|
ReG′(τ) log(1− r)

= ρ if τ ∈ D,

• lim
(0,1)∋r→1

Reh(rx)

log(1− r)
= ρ if τ ∈ ∂D,

(5) • lim sup
(0,1)∋r→1

|h′(rx)|(1− r)

|h(rx)|
> 0 if τ ∈ D,

• lim sup
(0,1)∋r→1

|h′(rx)|(1− r) > 0 if τ ∈ ∂D,

Moreover, if the previous conditions are satisfied and ℓ := limr→1 |G(rx)|/(1−r) > 0 then

∠ lim
z→x

|h(z)| = ∞,

ρ−1 = ℓ and

a1) ∠ lim
z→x

h′(z)(z − x)

h(z)
=

G′(τ)

ℓ
if τ ∈ D,

a2) ∠ lim
z→x

h′(z)(z − x) =
1

ℓ
if τ ∈ ∂D.
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Proof. Let Ĝ be the dual infinitesimal generator associated with G. If (1) is satisfied, by

(5.1) and Theorem 4.1, it follows that x is a regular pole for Ĝ, hence x is a boundary
regular null point for G by Proposition 5.3, and (2) holds.
By Proposition 2.6, (2) and (3) are equivalent. Next, from Proposition 2.7, (2) and (5)

are equivalent.
In order to prove that (2) is equivalent to (4), let define g(r) := Re log(h(rx)/(rx− τ))

in case τ ∈ D and g(r) := Reh(rx) in case τ ∈ ∂D, for r ∈ (0, 1). Thanks to Lemma 3.2
we can use l’Hôpital’s rule, and by Proposition 2.7 it follows easily that

lim
r→1

g(r)

− log(1− r)
= lim

r→1
g′(r)(1− r) =

{
− limr→1

ReG′(τ)(xr−x)
G(rx)

if τ ∈ D
− limr→1

xr−x
G(rx)

if τ ∈ ∂D

from which the equivalence between (2) and (4).
Finally, if (2) holds, then a1) and a2) follow from a direct computation from Proposi-

tion 2.7. �
Remark 5.5. We point out that the existence of the angular limit of h at a boundary
regular fixed point was previously known. If τ ∈ ∂D, this was proved in [8, page 268].
If τ ∈ D, in [9, Theorem 2] it has been proved that actually limz→x h(z) = ∞ for any
boundary fixed (non necessarily regular) point of the semigroup.

6. Geometry near β-points of Königs functions

Let h be the Königs function of a semigroup (ϕt) of holomorphic self-maps of D gener-
ated by the infinitesimal generator G. Let x ∈ ∂D be a β-point of (ϕt), which, as we saw
before, corresponds to a regular pole of G and to a β-point of h. We want to understand
how the image h(D) looks like near h(x), or, better, which local geometry of h(x) implies
that x is a regular pole.
We start with the following measure-theoretic consideration. Let G(z) = (z − τ)(1 −

τz)p(z) be the Berkson-Porta decomposition of G. Then p : D → C is holomorphic and
Re p(z) ≥ 0 for all z ∈ D. Moreover, since we assumed that x ∈ ∂D is a regular pole, it
follows that in fact p(z) > 0 for all z ∈ D. Hence, Re (1/p(z)) > 0 for all z ∈ D. Therefore
there exists a positive finite Borel measure µ on ∂D such that

(6.1)
1

p(z)
=

1

2π

∫ 2π

0

eit + z

eit − z
dµ(t).

Proposition 6.1. Let G(z) = (z − τ)(1− τz)p(z) and let x ∈ ∂D. Let µ be the positive
finite Borel measure on ∂D which satisfies (6.1). Then x = eiθ ∈ P(G) if and only if

(6.2)


lim

(0,1)∋r→1

∫ 2π

0

dµ(t)

|eit − reiθ|2
< +∞,

lim
(0,1)∋r→1

∫ 2π

0

sin(t− θ)

|eit − reiθ|2
dµ(t)

1− r
= 0.
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Proof. By definition of regular pole, limr→1(1−r)|G(rx)| > 0. Hence, taking into account
the Berkson-Porta decomposition of G, this is equivalent to limr→1(1 − r)|p(rx)| > 0.
By Lemma 3.2 the last limit always exists finite and non-negative, thus by (6.1), x is a
regular pole of G if and only if

lim
r→1

1

1− r
Re

(
1

p(rx)

)
=

1

π
lim
r→1

∫ 2π

0

dµ(t)

|eit − reiθ|2
< +∞,

and

lim
r→1

1

1− r
Im

(
1

p(rx)

)
=

1

π
lim
r→1

1

1− r

∫ 2π

0

sin(t− θ)

|eit − reiθ|2
dµ(t) < +∞.

Finally, since limr→1
1

(1−r)p(rx)
∈ (0,+∞], we have that limr→1

1
1−r

Im
(

1
p(rx)

)
< +∞ if and

only if limr→1
1

1−r
Im
(

1
p(rx)

)
= 0. �

Remark 6.2. By Fatou’s Lemma, we know that∫ 2π

0

dµ(t)

|eit − eiθ|2
≤ lim

(0,1)∋r→1

∫ 2π

0

dµ(t)

|eit − reiθ|2
.

Then, if the function [0, 2π] ∋ t 7→ 1
|eit−eiθ| does not belong to L2(µ), the point eiθ cannot

be a regular pole of G.

6.1. Star-like functions and radial slits. Assume 0 is the Denjoy-Wolff point of the
semigroup and that h is star-like with respect to the origin. This condition, due to
Proposition 2.7.(1), is equivalent to p(0) > 0 and to G′(0) < 0. Moreover, in such a case
by Herglotz’ representation formula we have

(6.3)
zh′(z)

h(z)
=

p(0)

2π

∫ 2π

0

eit + z

eit − z
dµ(t),

where µ is the positive finite Borel measure on ∂D defined in (6.1).
Recall that any positive finite Borel measure on ∂D is defined uniquely by a non-

decreasing real function υ : [0, 2π] → R such that υ(0) = 0 and υ(2π) = 2π.
According to [19, Theorem 3.18 and formula (10) pag. 67], the previous measure µ(t)

is associated with the function

υ(t) := lim
r→1

arg h(reit),

(the limit exists for all eit).
A radial segment is a set in C of the form {z ∈ C : z = esz0, s ∈ [a, b)} with a, b ∈

[−∞,+∞], a < b, and z0 ∈ C\{0}. The point eaz0 is called the tip of the radial segment.
We say that h has a radial segment slit if ∂(h(D)) contains a radial segment such that any
local arcwise connected component containing the tip remains arcwise connected when
the tip is removed. A radial segment slit R is “isolated” in ∂(h(D)) if ∂(h(D)) is locally
arcwise connected at each point p ∈ R. By Carathéodory’s theorem (see, e.g., [19]), if
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h has a radial segment slit R which is isolated in ∂(h(D)) (for short an “isolated radial
segment slit”), there exists an open connected non-empty arc A ⊂ ∂D of positive Lebesgue
measure such that h extends continuously to A, h(A) = R and a point x in the interior
of A such that h(x) is the tip of R. By the previous considerations, υ(t) = constant for
all t ∈ A, which, in turn, is equivalent to µ(A) = 0.

Proposition 6.3. Let G ∈ Gen(D), with associated Königs function h : D → C. Assume
that G(0) = 0 and G′(0) < 0. Suppose h has an isolated radial segment slit whose tip is
h(eiθ0), for some eiθ0 ∈ ∂D. Then eiθ0 ∈ P(G).

Proof. By Theorem 4.3, x is a regular pole of G if and only if it is a β-point for h, and
it is well known (see, e.g., [3]) that the tip of an isolated radial segment slit has positive
β-number, which by Bertilsson’s [3, Theorem 2.1], means that it is the image of a β-point
of h. However, we provide here a different proof of this fact based on Proposition 6.1.
Thus, suppose R is an isolated radial segment slit for h, corresponding to the open

connected arc A ⊂ ∂D of positive Lebesgue measure. Since µ(A) = 0, for any eiθ ∈ A,
the first equation in (6.2) is satisfied.
Now, for eiθ ∈ A, let

k(θ, r) :=

∫ 2π

0

sin(t− θ)

|eit − reiθ|2
dµ(t).

Using the Lebesgue dominated convergence theorem, one can prove that ∂k(θ,1)
∂θ

> 0 (recall
that A is open in ∂D). Thus, k(θ, 1) has at most one zero in A. It is well known (see also
Lemma 6.5 below for a general argument) that, if eiθ0 is a tip of a radial segment, then
limr→1 h

′(reiθ0) = 0. Therefore, from (6.3) we have k(θ0, 1) = 0.
Now, another computation, using again the Lebesgue dominated converge theorem,

shows that ∂k(θ,1)
∂r

> 0, hence, by the mean value theorem, it follows that

k(θ0, r)/(1− r) ≤ C < +∞.

Since limr→1(1 − r)p(rx) ∈ (0,+∞] by Lemma 3.2, from (6.1) and (6.3), the previous
condition is equivalent to k(θ0, r)/(1− r) → 0, and by Proposition 6.1 we are done. �
Remark 6.4. Note that, as it is clear from geometric considerations, any point of an
isolated radial segment slit but the tip is not a regular pole for the infinitesimal generator.

6.2. Other examples. In some cases, one can “localize” the problem of understanding
which points are β-points by means of the following trick:

Lemma 6.5. Let h : D → C be univalent. Let A ⊂ ∂D be a connected arc of positive
Lebesgue measure. Assume that h extends continuously on A. Let g : D → C be another
univalent map such that g(D) ⊂ h(D), and assume there exists A′ ⊆ A a connected arc of
positive Lebesgue measure such that g extends continuously on A′ and g(A′) = h(A′). Let
x be a point in the interior of A′ such that g(x) = h(x). Then x ∈ Bβ(h) if and only if
x ∈ Bβ(g).
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Proof. The function φ := h−1 ◦ g : D → D is univalent. Moreover, by hypothesis, using
Lindelöf’s theorem, it is not difficult to see that φ extends continuously on A′ and φ(A′) ⊂
∂D. Then, by Schwarz’ reflection principle, φ extends holomorphically through A′. In
particular, φ(x) = x and φ′(x) exists finite. By Julia’s lemma, φ′(x) > 0 and (0, 1) ∋ r 7→
φ(rx) is a non-tangential curve approaching x. Hence for r ∈ (0, 1) we have

|h′(φ(rx))|
|x− φ(rx)|

|x− φ(rx)|
1− r

|φ′(rx)| = |g′(rx)|
1− r

and thus, taking the limsup as r → 1, it is clear that x ∈ Bβ(h) if and only if x ∈ Bβ(g). �
Now we present a couple of examples of images which produce regular poles:

Example 6.6. Let υ(t) := 0 for 0 ≤ t ≤ π and υ(t) := 2(t − π) for π ≤ t ≤ 2π. Let
µ be the positive finite Borel measure on ∂D defined by υ. And let h : D → C be the
function star-like with respect to 0 which satisfies (6.3) with h′(0) = 1. As υ represents
the argument of (the non-tangential limit of) h(eit) for t ∈ [0, 2π], we see that h(D) is
a Jordan domain minus a radial segment slit, whose tip is h(i). By Proposition 6.3, we
know that i is a regular pole (in fact it is the unique regular pole) for the semigroup
(h−1(e−th(z)))t≥0. It is however interesting to see the actual computations in such a
simple case using directly Proposition 6.1:∫ 2π

0

dυ(t)

|eit − reiπ/2|2
= 2

∫ 2π

π

dt

|eit − reiπ/2|2
≤ 2

1 + r2
π

and ∫ 2π

0

sin(t− π/2)

|eit − reiθ|2
dυ(t) = 2

∫ 2π

π

sin(t− π/2)

|eit − reiθ|2
dt = 0.

Example 6.7. Let υ(t) := −π1−α(−t + π)α for 0 ≤ t ≤ π and υ(t) := π1−α(t − π)α for
π ≤ t ≤ 2π, with α > 0. Let µ be the positive finite Borel measure on ∂D defined by υ.
Let G(z) = −zp(z) where p(z) is defined by (6.1). A direct computation shows that µ
satisfies the hypothesis of Proposition 6.1 at π if and only if α > 2. Thus υ(π) = 1 ∈ P(G)
if and only if α > 2. Moreover, by Fatou’s lemma, since υ is differentiable at every point
but at most t = π, it follows that ∠ limz→eit 1/p(z) = υ′(t) ̸= 0 for all t ∈ [0, 2π] \ {π}.
Thus eiθ is not a boundary regular null point for G for all θ ∈ (0, 2π).
If h : D → C is the Königs function associated with G, the image h(D) is, for 0 < α < 1

a disc with a “cusp exiting from 1” and, for α > 1 a disc minus a “cusp entering from 1”
(see Figure 1)

The previous examples and a direct application of Lemma 6.5 allow to prove the fol-
lowing result:

Proposition 6.8. Let G ∈ Gen(D). Let h : D → C be the Königs function associated with
G. Assume that ∂(h(D)) contains a curve Γ which can be parameterized by a continuous
function γ : (−1, 1) → Γ such that, up to rigid movements of C,
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Figure 1. α = 1/2 and α = 2

(1) either arg γ(t) = constant (that is Γ is a linear slit)
(2) or, arg γ(t) = −π1−α(−t)α for −1 < t ≤ 0 and arg γ(t) := π1−αtα for 0 < t < 1,

with some α > 2 (that is Γ is a cusp slit with vertex at γ(0)) and h(D) contains
an angle of (any) positive amplitude at γ(0).

If Γ is locally arcwise connected in C \ h(D) then γ(0) is a regular pole of G.

7. Radial multi-slits semigroups

Let Γ be a radial slit, namely Γ = {z ∈ C : z = rT, r ∈ [s,+∞)}, where T ∈ C\{0} and
s > 0. A radialm-slit domains Ω is given by C\∪m

j=1Γj where the Γj’s are (different) radial
slits. As Ω is star-like with respect to 0, there exists a unique Riemann map h : D → Ω
such that h(0) = 0, h′(0) > 0. Up to dilation, we can, and we will, assume that h′(0) = 1.
Since ∂Ω is locally arcwise connected, h extends continuously (as a map with values in
CP1) up to ∂D.
We call T1 one of the tips of them radial slits with minimal real part, and label the other

tips Tj, j = 2, . . . ,m, in such a way that Tj follows Tj−1 clockwise. We let a1, . . . , am ∈ ∂D
be such that h(aj) = Tj (as the Tj’s are not cut-points, there is only one pre-image of
each Tj). Let b1, . . . , bm ∈ ∂D denote the m pre-images of ∞ under h (∞ is a cut-point of
multiplicity m, thus there are exactly m preimages). It is clear that in the arc [aj, aj+1]
(with j counted mod m) there is only one of such points, and we label them in such a way
that bj ∈ [aj, aj+1] for j = 1, . . . ,m − 1 and bm ∈ [am, a1]. Also, let 2πσj, with σj > 0,
j = 1, . . . ,m − 1 be the amplitude of the angle formed by vectors Tj − 0 and Tj+1 − 0
for j = 1, . . . ,m − 1 and let 2πσm be the amplitude of the angle formed by the vectors
Tm − 0 and T1 − 0. By definition,

∑m
j=1 σj = 1.

Consider the semigroup of holomorphic self-maps of D defined by ϕt := h−1(e−th(z))
and call it a radial m-slits semigroup. Clearly, 0 is its Denjoy-Wolff point.

Proposition 7.1. Let (ϕt) be a radial m-slits semigroup, and let G(z) = −zp(z) be the
associated infinitesimal generator. Then G has m boundary regular null points b1, . . . , bm ∈
∂D which dilations, respectively, 2σ1, . . . , 2σm. Also, G has m regular poles a1, . . . , am with
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mass, respectively, 2µ1, . . . , 2µm > 0 such that
∑m

j=1 µj = 1. Moreover,

(7.1) p(z) =
m∑
j=1

µj
aj + z

aj − z
,

1

p(z)
=

m∑
j=1

σj
bj + z

bj − z
.

Conversely, if p(z) is given by (7.1), then the infinitesimal generator G(z) = −zp(z)
generates a radial m-slits semigroup.

Proof. As recalled before, by [19, Theorem 3.18 and formula (10) pag. 67], the measure
µ(t) which represents 1/p in (6.1) (and given by (6.3)) is µ(t) = dυ(t) where υ(t) =
limr→1 arg h(re

it). Hence, it follows easily that µ(t) =
∑m

j=1 σjδbj where δbj is the Dirac

measure concentrated in bj of mass 1, from which (7.1) for 1/p(z).
Now we want to show that p(z) has the claimed form. By Proposition 6.3, the points

a1, . . . , am are regular poles of G, with some mass µ1, . . . , µm > 0. Since 1/p(z) =

−1/p(1/z) for all z ∈ C, it follows that these are the only poles of p. Hence the map
q(z) = p(z) −

∑m
j=1 µj(aj + z)/(aj − z) is a bounded rational map of CP1, thus it is

constant. Now, by Lemma 3.2, Re q(z) ≥ 0 for all z ∈ D, hence, q(z) ≡ r ≥ 0. Now, for
z = b1 (one of the zeros of p) we have

r = p(b1)−
m∑
j=1

µj(aj + b1)/(aj − b1) = −
m∑
j=1

µj(aj + b1)/(aj − b1) ∈ iR,

from which it follows that r = 0, and p has the desired form.
To end up the proof, assume that p satisfies (7.1). Then let q(z) = 1/p(z). By (6.1),

it follows that the measure µ(t) associated with q(z) has atoms at a1, . . . , am with mass
µ1, . . . , µm respectively. Let g : D → C be the Königs map associated with −zq(z) such
that g(0) = 0, g′(0) = 1. Hence, the function υ(t) := limr→1 g(re

it) by (6.3) and [19,
Theorem 3.18 and formula (10) pag. 67], is constant on the arc (aj, aj+1) (j = 1 . . . ,m
mod m), therefore the associated domain is a radial multi-slits domain. Applying what
we already proved, we obtain that q(z) is of the form given in (7.1), hence, 1/p(z) = q(z)
is of the same type and, repeating the above argument, we obtain that −zp(z) generates
a radial multi-slit domain. �

Remark 7.2. The form of the generating (that also, in general, might be time-dependent)
holomorphic vector field −zp(z) in case of multi-slits can also be deduced using Loewner’s
differential equation (see, e.g., [17]). The simpler proof we gave here in the star-like case
seems to be new, and the result gives a new insight on the geometrical meaning of the
terms appearing. We thank Pavel Gumenyuk for helping us to simplify the original proof
we found.

In the following example we show that the tip of a non-isolated radial slit might not
correspond to a regular pole:
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Example 7.3. Let {θj} ⊂ (0, 1/2) be a sequence monotonically decreasing to 0. Let
T∞ := 1 and let Tj := e2πiθj for j ∈ N. Let Γj := {sTj : s ≥ 1} for j ∈ N ∪ {∞} and set

Ωm := C \

(
m∪
k=1

Γk ∪ Γk ∪ Γ∞

)
, m ∈ N ∪ {∞}.

For a fixed m ∈ N, the domain Ωm is a radial (2m+1)-slit domain symmetric with respect
to the real axis, and, as m → ∞, the sequence {Ωm} converges in the kernel sense to the
simply connected domain Ω∞, which has infinitely many isolated radial slits collapsing to
a non-isolated one, Γ∞.
Fix m ∈ N ∪ {∞}. Let hm : D → Ωm be the unique Riemann mapping normalized

so that hm(0) = 0, h′
m(0) > 0. Since Ωm is symmetric with respect to the real axis,

it follows that hm(z) = hm(z) for all z ∈ D. From this, it is not difficult to see that
lim(0,1)∋r→1 hm(r) = T∞ for all m ∈ N∪{∞}. By the prime-ends theory, hm is continuous

(as a map with values in CP1) up to ∂D for m ∈ N while h∞ is continuous on D \ {1} and
has non-tangential limit T∞ at 1. Again by symmetry, if aj,m ∈ ∂D with j = 1, . . . ,m are
such that hm(aj,m) = Tj, then Im aj,m > 0 and hm(aj,m) = Tj.
Moreover, Re aj,m > Re ak,m for all k < j ∈ {1, . . . ,m}. In order to see this, let Lj,1 be

the segment between 1 and Tj. Then h−1
m (Lj,1) is a crosscut in D ending in 1 and aj,m

which divides D in two regions A0 and A1, say, with 0 ∈ A0. Since hm(0) = 0, hm(A1) is
the region in Ωm contained in the open convex hull between Γ∞ and Γj. As this region
does not contain Tk, it follows that ak,m ∈ A0, that is Re ak,m < Re aj,m. Also (see, e.g.,
[19, Ex. 4 pag. 90])

(7.2) |1− aj,m|2 ≤ Km|1− Tj|, j = 1, . . . ,m,

for a certain constant Km > 0.
Note that the angle between Tj −0 and Tj+1−0 (clockwise orientation) is 2π(θj − θj+1)

for j ∈ N, while the angle between T1−0 and T1−0 is 2π(1−2θ1). Let denote by 2πθ∞,m

the angle between Tm − 0 and Tm − 0.
For each fixed m ∈ N∪{∞}, let ϕm

t (z) := h−1
m (e−thm(z)). Then (ϕm

t ) is a semigroup of
holomorphic self-maps of D and we denote by Gm(z) := −zpm(z) the associated infinitesi-
mal generator. By property (1).(iii) in Proposition 2.7 it follows that the Königs function

associated with Gm(z) is hm(z)/h
′
m(0). Note that this implies that pm(z) = pm(z) for all

z ∈ D.
If m ̸= ∞, by Proposition 7.1, the infinitesimal generator Gm has 2m + 1 boundary

regular null points. By symmetry, it is easy to see that −1 is one of such points. Moreover,
if we label by bj,m the boundary regular null point of Gm contained in the arc between aj,m
and aj+1,m with j = 1, . . . ,m−1 and by bm,m the boundary regular null point contained in

the arc between am,m and 1, then bj,m for j = 1, . . . ,m are the other boundary regular null
points of Gm. Hence, using the notations previously introduced, Proposition 7.1 implies
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that

1

pm(z)
=

(1− 2θ1)

2

1− z

1 + z

+
m−1∑
j=1

(θj − θj+1)
1− z2

(z − bj,m)(z − bj,m)
+ θ∞,m

1− z2

(z − bm,m)(z − bm,m)
.

(7.3)

As the sequence of domains {Ωm} kernel converges to Ω∞, the Carathéodory kernel con-
vergence theorem implies that {hm} converges uniformly on compacta of D to h∞. As a
consequence, {pm} converges uniformly on compacta to p∞, which, from (7.3), it is not
difficult to be seen having the form

(7.4)
1

p∞(z)
=

(1− 2θ1)

2

1− z

1 + z
+

∞∑
j=1

(θj − θj+1)
1− z2

(z − bj)(z − bj)
,

where bj = limm→∞ bj,m. By Lemma 2.8, the semigroup (ϕ∞
t ) has a sequence of boundary

regular fixed points with dilation θj − θj+1, j ∈ N. From this and from the fact that the
function p∞ extends meromorphic on C \ {1} and its zeros are the bj’s, it follows that
the bj’s are actually boundary regular fixed points and also bj belongs to the arc with
extremes aj,∞ and aj+1,∞ for each j ∈ N.
Now we want to show that, for a suitable choice of {θj}, the point 1, which corresponds

to the (non isolated) tip h∞(1) = T∞ is not a regular pole of G∞(z). This is the case if
and only if

lim
(0,1)∋r→1

1

p∞(r)(1− r)
= ∞.

Now, by (7.4) and by Fatou’s lemma, this condition holds if
∞∑
j=1

θj − θj+1

|1− bj|2
= ∞.

However, by (7.2)
∞∑
j=1

θj − θj+1

|1− bj|2
≥

∞∑
j=1

θj − θj+1

|1− aj,∞|2
≥

∞∑
j=1

θj − θj+1

K∞|1− Tj|
≃

∞∑
j=1

θj − θj+1

θj
,

and the last series diverges if for instance θj = 1/j.
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