
Homogenization of Lattice Systems

Andrea Braides

These notes contain the material related to the three lectures that I have delivered at the Work-
shop ‘Recent Advances in Homogenization’ held at INdAM, Rome in the week 23–27 May 2005.
The notes are thought just as a complement and reference for the single lectures, and not as a
whole: I must warn that the chapters are unevenly written. Some are elaboration of articles that
have already appeared, some have been completely written for the occasion. Minor details have
not been fixed. As a consequence some notation may slightly vary from chapter to chapter.
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1. A toy model: playing with spins

We start with the simplest non-trivial model of lattice systems; i.e., when energies depend on
functions that may take only two values. Of course, it is not restrictive to assume that those two
values be 1 and −1, and, taking some liberty, we may think of these lattices as spin systems.
More precisely, we will consider energies depending on functions u defined on portions of N -
dimensional lattices; i.e. u : εZN ∩Ω → {−1, 1}, where Ω is a sufficiently smooth open subset of
RN .

1 A warm-up exercise: uncoupled energies

The ‘almost-trivial’ case is when the total energy of the system is simply obtained by the sum
of the uncoupled energies of the single values:

Eε(u) =
∑

i

εNf(ui).

where the sum runs on all i ∈ ZN such that εi ∈ Ω ∩ εZN . The normalization factor εN is
necessary to have Eε(u) bounded and not infinitesimal as ε→ 0. We use the notation ui = u(εi)
if no other subscript is present.

Consider now a sequence of states uε thay may vary with ε. Can we define a limit state u?
And correspondingly a limit energy? In this case the answer is affirmative: take any cube Q and
define u as the function such that∫

Q

u dx = lim
ε→0

εN (#{i ∈ ZN : εi ∈ Q : uε(εi) = 1} −#{i ∈ ZN : εi ∈ Q : uε(εi) = −1})

= lim
ε→0

∑
εi∈Q

εNuε(εi);

that is, u is defined by the asymptotical statistical properties of uε. It is easily seen that, upon
extracting a subsequence of ε, the function u is well defined (a short proof can be as follows:
it is enough to take Q in a countable set of cubes; e.g., those with rational vertices. Then, by
a diagonal procedure, we may extract a sequence of ε such that the limit on the right-hand
side above exists for all such Q. This is enough to define u by the equality above). Note that
−1 ≤ u ≤ 1 and that (l being the side length of Q)∫

Q

u dx = lim
ε→0

εN (2#{i ∈ ZN : εi ∈ Q : uε(εi) = 1} − 1
εN

lN );

i.e.,

lim
ε→0

εN#{i ∈ ZN : εi ∈ Q : uε(εi) = 1} =
1
2

(
lN +

∫
Q

u dx
)

=
1
2

∫
Q

(1 + u) dx.

1



Correspondingly, the limit energy in the cube Q is given by

lim
ε→0

εN
(
f(1)#{i ∈ ZN : εi ∈ Q : uε(εi) = 1}+ f(−1)#{i ∈ ZN : εi ∈ Q : uε(εi) = −1}

)
= (f(1)− f(−1)) lim

ε→0
εN (#{i ∈ ZN : εi ∈ Q : uε(εi) = 1}+ f(−1)lN

= (f(1)− f(−1))
1
2

∫
Q

(1 + u) dx+ f(−1)lN =
∫

Q

(
f(−1) +

1
2
(u+ 1)f(1)

)
dx.

Note that the function ψ(t) =
(
f(−1) + 1

2 (t + 1)f(1)
)

is the affine function interpolating the
values f(±1) in ±1. If the reference domain is not a cube, but an open set Ω such that our
functions uε are defined on εZN ∩ Ω, then, summing up on the cubes contained in Ω we obtain
that the limit energy corresponding to a state u : Ω → [−1, 1] is

F (u) =
∫

Ω

ψ(u) dx.

It will be useful to reinterpret part of what we have done above in terms of convergence of
functions rather than statistics: if we identify each function uε : εZN ∩Ω → R with a piecewise-
constant interpolation (we extend uε(x) = uε(εi) if x ∈ εi + ε(− 1

2 ,
1
2 )N ) then the function u

defined above is just the weak L1-limit of the sequence uε. In the case above we may define
F (u) = limε→0Eε(uε) since the limit is independent of the sequence uε weakly converging to u.

Note that, after identifying each uε with a piecewise-affine function, the functionals Eε can
be read as integral functionals

Eε(uε) =
∫

Ω

f(uε)dx+ o(1),

where the error o(1) comes from the fact that a portion of the cubes εi + ε(− 1
2 ,

1
2 )N may not

be completely contained in Ω (we suppose ∂Ω sufficiently regular, in particular |∂Ω| = 0). The
dependence on ε disappears from the form of the integral but remains in the domain of Eε. Now,
since f(uε) = ψ(uε) and ψ is linear (so that, in particular, the integral functional F is continuous
along weakly converging sequences) we have

lim
ε→0

Eε(uε) = lim
ε→0

F (uε) = F (u).

2 Nearest-neighbour interactions

We now examine the case when

Eε(u) =
1

2N

∑
i,j

εNf(ui, uj),

and the sum is extended to all pairs of nearest neighbours; i.e. |i − j| = 1. The factor 1
2N in

front of the sum is due to the fact that each i has exactly 2N nearest neighbours in ZN .
Upon rewriting

Eε(u) =
1

2N

∑
i,j

εN 1
2
(f(ui, uj) + f(uj , ui)) =:

1
2N

∑
i,j

εN f̃(ui, uj),
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we may suppose that f is symmetric: f(u, v) = f(v, u). It is also not restrictive to suppose that
f(1, 1) = f(−1,−1). In fact, if we set

g(±1,±1) = f(±1,±1), g(−1, 1) = g(1,−1) =
1
2
(f(1, 1) + f(−1,−1)),

we can rewrite

Eε(u) =
1

2N

∑
i,j

εN (f(ui, uj)− g(ui, uj)) +
1

2N

∑
i,j

εNg(ui, uj)

=
1

2N

∑
i,j

εN (f(ui, uj)− g(ui, uj))

+
1

2N
f(1, 1)#{(i, j) : ui = uj = 1}+

1
2N

f(−1,−1))#{(i, j) : ui = uj = −1}

+
1

2N+1
(f(1, 1) + f(−1,−1))#{(i, j) : ui = 1, uj = −1}

=
1

2N

∑
i,j

εN (f(ui, uj)− g(ui, uj)) +
1

2N

∑
i

εNf(ui, ui).

The last sum is an energy of the ‘almost-trivial’ form considered in the section above, that depends
only on the ‘statistical’ properties of u. Hence we may just drop it, or study it separately as
above.

The behaviour of our energy will be then just governed by the two values f(1, 1) = f(−1,−1)
and f(1,−1) = f(−1, 1). Apart from the trivial case in which the two values are equal, we
may always suppose that one of the two values is 1 and the other is −1 (this ‘renormalization’
amounts just to an affine change of the value of the energy). After these simplifications we are
left with the two cases:

i) f(u, v) = −uv (ferromagnetic type energies) . In this case the minimization of Eε will
favour uniform states u = v = 1 or u = v = −1;

ii) f(u, v) = uv (anti-ferromagnetic type energies). In this case the minimization of Eε will
favour oscillating states u = −v, alternating 1 and −1.

We want to examine now the behaviour of the energy Eε(uε) as ε→ 0 along a sequence (uε)
in the two cases.

The value of the limit of Eε(uε) will depend on the particular sequence, (uε); we first wish
to provide a lower bound for this limit independent of this sequence. To this end for each uε we
introduce an auxiliary function vε defined on a ‘dual lattice’: we set

Z =
{ i+ j

2
: i, j ∈ ZN , |i− j| = 1

}
,

and, given uε, we define

vε(εk) =
uε(εi) + uε(εj)

2
, where k =

i+ j

2
, i, j ∈ ZN , |i− j| = 1.

Note that vε takes the three values

vε(εk) =

−1 if uε(εi) = uε(εj) = −1
0 if uε(εi) = −uε(εj)
1 if uε(εi) = uε(εj) = 1.
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As above we normalize the energy by multiplying by εN . We then have

Eε(uε) = F±ε (vε) := ± 1
2N−1

∑
k

εNg(vε(εk))

(the sign − corresponding to the case (i), the sign + to (ii)), where g : {−1, 0, 1} → R

g(v) =
{ 1 if z = ±1,
−1 if z = 0

(the sum is performed over all k ∈ Z such that the corresponding i, j both satisfy εi, εj ∈ Ω).
Note that the factor 2 comes from the fact that each k corresponds to a pair (i, j) and the
symmetric (j, i), and that 1

2N−1 is the volume of the reference cube in the lattice Z.
Note that if uε tends to u weakly then also the (piecewise-constant) extension of vε converges

to the same u. The comparison energy F±ε (vε) is almost an ‘almost-trivial’ energy as labeled in
the previous section. The difference now is that vε may take three values, and correspondingly
g(vε(εk)) cannot be rewritten as ψ(vε(εk)) with ψ linear. But for the time being we would like
only to give a lower bound for the limit energy, and hence we would like to write

±g(vε(εk)) ≥ ψ±(vε(εk)),

where ψ± is such that the corresponding integral is weakly lower semicontinuous; i.e.,∫
Ω

ψ±(u) dx ≤ lim inf
ε→0

∫
Ω

ψ±(vε) dx

If this were the case then

lim inf
ε→0

Eε(uε) ≥ lim inf
ε→0

(
±

∑
k

1
2N−1

εNg(vε(εk))
)
≥ lim inf

ε→0

∑
k

1
2N−1

εNψ±(vε(εk))

= lim inf
ε→0

∫
Ω

ψ±(vε) dx ≥
∫

Ω

ψ±(u) dx.

We have then to invoke the theory of lower semicontinuous integral functionals. This, in
particular, ensures that the integral

∫
Ω
ψ(v) dx is weakly lower semicontinuous if and only if

ψ : R → [−∞,+∞] is convex and lower semicontinuous. We then choose ψ± as what is called
the ‘convex and lower semicontinuous envelope’ of ±g; i.e., the greatest convex and lower semi-
continuous function not greater than ±g. We have

ψ−(v) =
{
−1 if |v| ≤ 1
+∞ otherwise,

ψ+(v) =
{

2|v| − 1 if |v| ≤ 1
+∞ otherwise.

We then have the lower bounds: if uε tends to u weakly and |u| ≤ 1 then
case (i) lim inf

ε→0
Eε(uε) ≥ −|Ω| (independent of u);

case (ii) lim inf
ε→0

Eε(uε) ≥
∫

Ω

(2|u| − 1) dx.

Are these estimates ‘optimal’? We have to be more precise: contrary to what happened when
ψ was linear, in this case we cannot require that the lim inf is a limit and is independent of (uε).
In view of the application to minimum problems what we will need is that the lower bound we
have obtained is ‘sharp’: we have to show that our lower estimate in not too ‘rough’ and check
that its value can be achieved for a particular choice of uε weakly converging to u. It will suffice
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to consider a (strongly) ‘dense’ class of target u: piecewise-constant ones (if we can do it for
each of those then by approximation we can construct such a sequence for all u). We will show
how to construct uε only when u is constant and Ω is a coordinate cube; the construction can
be easily repeated for piecewise-constant u on each set where it is constant.

By symmetry we can choose u = c ∈ [0, 1]. Since the functions ψ± are piecewise affine, we
can use the results of the previous section: in case (i) we regard ψ− as the affine interpolation of
−g on ±1; in case (ii) ψ+ as the affine interpolation of g on 0 and 1. The result in the previous
sections says that the value ∫

Ω

ψ±(u) dx = lim
ε→0

F±(vε)

for every vε → u satisfying the constraint vε ∈ {−1, 1} in the first case, vε ∈ {0, 1} in the second.
Can we recover the corresponding uε from such vε? If vε are completely arbitrary in general not.
Note in particular that in the first case, except for the trivial case vε identically equal to 1 or
−1, such a vε will never correspond to some uε: for any non-constant uε there will be some k
such that vε(εk) = 0. We have to choose uε such that these k are negligible. This is easily done:

(i) let t = c+1
2 , let δ = δ(ε) with ε << δ << 1, and let

uε(εi) =
{

1 if 0 < εi1 ≤ t modulo δ
−1 if t < εi1 ≤ 1 modulo δ

(i1 is the first component of i ∈ ZN ). We then have

lim
ε→0

− 1
2N

∑
i,j

εNuε(εi)uε(εj) = |Ω|
(
−1 + lim

ε→0
2
ε

δ

)
= −|Ω| ;

(ii) let δ be as above and let

uε(εi) =


1 if 0 < εi1 ≤ c modulo δ
−1 if c < εi1 ≤ 1 modulo δ,

∑
j ij even

1 if c < εi1 ≤ 1 modulo δ,
∑

j ij odd.

Reasoning as above we see that we have a vanishing contribution of the order (at most) ε
δ ,

corresponding to the k where vε may take the value −1, so that

lim
ε→0

1
2N

∑
i,j

εNuε(εi)uε(εj) = lim
ε→0

(|{vε = 1}| − |{vε = 0}|)

= c|Ω| − (1− c)|Ω| =
∫

Ω

(2|u| − 1) dx.

Note that, in this case, with some extra care, we can construct uε in such a way that there
are no k where vε takes the value −1, and for a piecewise-constant u in such a way that such k
are all concentrated on the boundary of each set where u is constant.

What we have just proved is that the functionals F± are the Γ-limits of the energies Eε in the
two cases. This notion of variational convergence corresponds to the asymptotic description of
minimum problems, and states that minimum problems corresponding to the Γ-limit are ‘good
approximations’ to those corresponding to the original sequence when ε→ 0.
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3 An higher-order description: phase transitions

Consider the one-dimensional minimum problems (related to the case (i) above)

mn = min
{
−

n∑
i=1

uiui−1 : |ui| = 1, #{i : ui = 1} = k
}
,

with 1 ≤ k ≤ n − 1 (we do not treat the trivial cases when the functions identically equal to 1
(k = n) or to −1 (k = 0) are admissible test functions for this problem). Then the two minimizers
of this problem are given by

ui =
{

1 if 0 ≤ i ≤ k − 1
−1 if k ≤ i ≤ n, ui =

{
−1 if 0 ≤ i ≤ n− k
1 if n− k + 1 ≤ i ≤ n.

If we let k = kn depend on n in such a way that kn/n → c as n → +∞, upon scaling [0, n] to
[0, 1] by identifying u(εi) = ui (where (ε = 1/n)), these minimizers approach the two functions

u(x) =
{

1 if 0 ≤ x < c
−1 if c ≤ x ≤ 1, u(x) =

{
−1 if 0 ≤ x < 1− c
1 if 1− c ≤ x ≤ 1.

This example shows that for minimizers we may expect a more precise description than in the
previous section; for example that for their limit u we still have |u| = 1 a.e., and u solves a
minimum problem with fewer minimizers than the one described above.

In the generalN -dimensional case, we consider (the notation of the energy follows the previous
section taking the minus sign in the energy densities)

mε = min{Eε(u) :
∑

i

εNu(εi) = cε},

where cε are such that these minima are not +∞ (i.e., there are test functions for these problems,
or equivalently cε#{i ∈ ZN : εi ∈ Ω} ∈ N) and cε → c. The condition

∑
i ε

Nu(εi) = cε
prescribes the number of i such that u(εi) = ±1.

The computation we showed above shows that the limit of these problems is the trivial
problem

m(0) = min
{
F−(u) :

∫
Ω

u dx = c
}

= −|Ω|

(there is a little proof to do here: we have to show that if
∫
u = c then we may construct

the sequences uε above with
∑
εNuε(εi) = cε, but this is easily done). Since F−(u) = −|Ω|

is a constant when |u| ≤ 1, the limit problem does not give much information on the form of
minimizers.

The idea is then to look for finer properties of minimizers by considering a proper scaling of
the energy, noting that if we consider constants rε and δε then the minimizers of the problem
above are the same as those of

m(1)
ε = min

{Eε(u)− rε
δε

:
∑

i

εNu(εi) = cε

}
=
mε − rε
δε

.

If we show that the new functionals

E(1)
ε (u) =

Eε(u)− rε
δε
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possess a Γ-limit F (1), so that the problems m(1)
ε converge to

m(1) = min
{
F (1)(u) :

∫
Ω

u dx = c
}
,

then we obtain that
lim
ε→0

mε − rε
δε

= m(1),

and the minimizers of mε (that are the same as those of m(1)
ε !) converge to those of m(1). Clearly,

this information is meaningful only if δε → 0.
In our case we have a ‘natural’ choice of rε by choosing

rε = − 1
2N

εN#{{i, j} : εi, εj ∈ Ω, |i− j| = 1};

i.e., the number of pairs of nearest neighbours that intervene in the computation of the en-
ergy renormalized by the scaling factor −εN . This is nothing but Eε(1); i.e., the energy of a
configuration minimizing each interaction. Note that rε → −|Ω|.

We also choose δε = ε. In this way the energy is rewritten

E(1)
ε (u) =

1
2N

∑
i,j

εN−1(1− u(εi)u(εj)).

Consider a term εN−1(1− u(εi)u(εj)). If u(εi) = u(εj) then the value is 0; otherwise it is equal
to 2εN−1. If u(εi) is extended as a constant on ε(i+ (−1/2, 1/2)N ) and likewise u(εj), then the
value εN−1 is exactly the N − 1-dimensional measure of the common boundary between the two
cubes. Hence, we may reinterpret E(1)

ε as an energy on the continuum that is not an integral
energy, but a different type of energy depending on an interface. In fact, we may write

E(1)
ε (u) =

1
2N−2

(
N − 1-dimensional measure of ∂{u = 1} ∩ Ω}

)
+ o(1)

(an additional factor 2 comes from the fact that to each (i, j) there corresponds the symmetric
(j, i)). The remainder term o(1) comes from the fact that close to the boundary of Ω, the N − 1-
dimensional measure of the common boundary between the two cubes internal to Ω may be less
than εN−1.

A first piece of information that we obtain is that an estimate on E(1)
ε (uε) implies an estimate

on the N − 1-dimensional measure of ∂Gε, where Gε = {uε = 1}. These estimates in turn give
a strong compactness result for the sets Gε: upon passing to a subsequence their characteristic
functions converge to a characteristic function of a limit set G; i.e., we have deduced the strong
convergence of uε (= −1 + 2χGε) to some u (related to some G).

Can we compute a limit energy in terms of u or E? Fortunately, as for integral energies, a
complete theory for functionals depending on boundaries of sets is also available: we may define
energies of the form

F (G) =
∫

∂∗G

ϕ(νG) dHN−1, (1)

where HN−1 is the N−1-dimensional Hausdorff measure (that coincides with the usual notion of
surface area for smooth manifolds), and ∂∗G, νG are the suitably defined boundary and normal
to G (again, they coincide with the usual notions if ∂G is a smooth manifold). These energies
are lower semicontinuous (with respect to the strong convergence of the characteristic functions
of G; precisely what we have!) if and only if ϕ is (the restriction to unit vectors of) a convex
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function that is positively homogeneous of degree one. The value F (G) can be regarded as a
(possibly anisotropic) perimeter of the set G inside Ω. Indeed, in the case ϕ = 1 and G regular
it coincides with the elementarily defined perimeter.

Now, we follow a sequence uε → u, trying to give the best lower bound for E(1)
ε (uε) by writing

E(1)
ε (uε) =

∫
∂∗Gε

ϕ(νGε) dHN−1 + o(1).

We must choose ϕ as large as we can. Now, note that the normal to ∂Gε may just take the
values ±ei; hence, ϕ must satisfy the only conditions to be convex, positively homogeneous of
degree one, and

ϕ(±ei) ≤
1

2N−2
for all i = 1, . . . , N.

The greatest function that satisfies all these conditions is

ϕ(ν) =
1

2N−2
‖ν‖1 =

1
2N−2

N∑
i=1

|νi|.

We then have

lim inf
ε→0

E(1)
ε (uε) = lim inf

ε→0

1
2N−2

∫
∂∗Gε

‖νGε‖1 dHN−1 ≥ 1
2N−2

∫
∂∗G

‖νG‖1 dHN−1 =: F (1)(u).

We may see that this inequality is sharp for all u of this form. Indeed by density it suffices
to show this fact when G is a polyhedral set, and then, localizing our arguments, when the
boundary of G is an hyperplane, or, equivalently

u(x) =
{

1 if 〈x, ν〉 ≥ 0
−1 otherwise

with ν a fixed vector. In this case, it is easily seen that the functions uε defined in the same way;
i.e,

uε(εi) =
{

1 if 〈i, ν〉 ≥ 0
−1 otherwise,

i ∈ ZN ,

provide a sequence such that E(1)
ε (uε) → F (1)(u).

The argument of convergence of minimum problems outlined above then tells us that min-
imum points of mε converge to functions that can be written as u = 2χE − 1, such that E
minimize

m(1) =
1

2N−2
min

{∫
∂∗E

‖νE‖1 dHN−1 : |E| = 1
2
(c+ |Ω|)

}
;

that is E is a set of minimal perimeter (in the sense of the energy above) subject to a constraint
on its measure. This means that in order to minimize Eε the values 1 and −1 will arrange in such
a way as to minimize the‘ interface between’ the two regions. In other words, the two ‘phases’ 1
and −1 will not mix and will give rise to a sharp interface in the limit.

4 Anti-phase boundaries

We now consider case (ii), when the interaction energy favours the alternance of +1 and −1.
This case can be reduced to the previous one by using a different variable, setting

v(εi) = (−1)i1+i2+...+iNu(εi).
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In the two-dimensional case N = 2, if we picture R2 as a black and white chessboard, with the
points of the lattice εZ2 in the centers of each square, then we can imagine that v has the same
value as u on the white squares and it takes the value −u on the black ones. In this way

E+ε(u) =
1

2N

∑
i,j

εN−1u(εi)u(εj) = − 1
2N

∑
i,j

εN−1v(εi)v(εj) = E−ε (v),

and the Γ-limit of the scaled energies

E(1)
ε (v) =

1
2N

∑
i,j

εN−1(1− v(εi)v(εj)) =
1

2N

∑
i,j

εN−1(1 + u(εi)u(εj))

Γ-converges to F (1)(v) = 1
2N−2

∫
∂∗E

‖νE‖1 dHN−1.
In terms of u this result can be read as follows: sequences of functions (uε) such that E+

ε (uε) =
−|Ω| + O(ε) will arrange in two regions where neighbouring values will alternate, but with a
mismatch on the common boundary of these regions (anti-phase boundary). This mismatch may
be forced on minimizers of some problems with boundary conditions. The simplest case is in
dimension 1 when we consider the minimum problem (ε = 1/n)

mn = min
{ n∑

i=1

u
( i
n

)
u
( i− 1

n

)
: |u| = 1, u(0) = 1, u(1) = −1

}
.

If n is even then the minimizers are given by

u
( i
n

)
=

{
(−1)i if 0 ≤ i < i0
(−1)i+1 if i0 ≤ i ≤ n,

where i0 is any number in {1, . . . , n}.

The anti phase boundary phenomenon is peculiar of a ’loose packed’ lattice; i.e. a lattice
that can be decomposed into two interpenetrating sublattices such that all the nearest neighbors
of a spin on one sublattice belong to the other one. Thus an antiferromagnetic system can be
decomposed into two ferromagnetic systems laying in two double interpenetrating lattices.

5 Hexagonal lattices

We consider the two-dimensional case N = 2 and in place of Z2 we take the ‘hexagonal’ lattice
Z, generated e.g. by the two vectors (1, 0) and ( 1

2 ,
√

3
2 ). In this lattice each point possesses six

nearest neighbours; e.g., the nearest neighbours of 0 are ±(1, 0), ±( 1
2 ,
√

3
2 ), and ±(− 1

2 ,
√

3
2 ).

We then consider the energies

E±ε (u) = ±1
6

∑
i,j

ε2u(εi)u(εj),

where now the sum runs on all pairs i, j ∈ Z such that εi and εj belong to a fixed Ω.
We can extend each discrete unction u to the piecewise-constant function that takes the same

value on the rhombus with center εi and two sides parallel to the generators of the lattice and
of length one. With this identification we can proceed in the computation of the Γ-limit.

It is not difficult to see that again the Γ-limit F− of E−ε is finite only if |u| ≤ 1 a.e. and
on these functions its value is − 2√

3
|Ω| (the value

√
3

2 is simply the area of the unit rhombus,
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by which we have to divide). We may also proceed further to show the appearance of phase
transitions: after normalizing and dividing by ε, we obtain another Γ-limit of the form F (1) as
in (1) with ϕ with hexagonal symmetries. We leave the details as an interesting exercise and we
focus on the limit of E+

ε .
It is convenient now to introduce a new variable: for each triplet (i, j, k) ∈ Z3 identifying a

minimal equilateral triangle; i.e., such that each one of the three points is a nearest neighbour
of the other two, we set

v(εi, εj, εk) =
1
3
(u(εi) + u(εj) + u(εk)).

Note that with this normalization, if uε converges weakly to u then vε (extended with the
constant value vε(εi, εj, εk) in the triangle with vertices εi, εj, εk) still converges to u. We have
the following correspondence:

u(εi) = u(εj) = u(εk) = ±1 =⇒ v(εi, εj, εk) = ±1,

u(εi) = u(εj) = 1, u(εk) = −1 =⇒ v(εi, εj, εk) =
1
3
,

u(εi) = u(εj) = −1, u(εk) = 1 =⇒ v(εi, εj, εk) = −1
3
.

We then set

f(v) =
{

3
2 if v = ±1
− 1

2 if v = ± 1
3 ,

so that
f(v(εi, εj, εk)) =

1
2
(u(εi)u(εj) + u(εj)u(εk) + u(εk)u(εi)).

The factor two comes from the fact that each pair of such points belong to two different triangles.
We can write

E+
ε (u) =

1
6

∑
(i,j,k)

ε2f(v(εi, εj, εk)) + o(1),

where the sum runs over all triangles with vertices εi, εj, εk contained in Ω. Again, the term o(1)
is an error due to the fact that some triangles may intersect the boundary of Ω.

We may now repeat the argument in the computation of F and show that the Γ-limit of E+
ε

is
F (u) =

2
3
√

3

∫
Ω

ψ(u) dx,

where ψ is the convex envelope of f ; i.e,

ψ(u) =

{
− 1

2 if |u| ≤ 1
3

3
(
|u| − 1

2

)
if 1

3 ≤ |u| ≤ 1.

Now, even if the ‘plus case’, the limit energy density presents a flat part. It is interesting
to note however that the hexagonal geometry now does not ‘encourage’ phase transitions. We
may easily exhibit a configuration converging to 1

3 in one region and to − 1
3 in another region

of the plane and such that no interfacial energy appears between the two regions. This is best
illustrated by Figure 1, where a microscopical pattern is shown (black dots represent the value 1
and white dots the value −1) such that above the dotted line each triangle has two ones and one
minus one in the vertices (corresponding to the value 1/3 and the energy −1/2) and conversely
below the dotted line each triangle has two minus ones and one one in the vertices (corresponding
to the value −1/3 and always to the energy −1/2).
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Figure 1: microscopical pattern for a transition with no interfacial energy

In this way each triangle has minimal energy, but, scaling this construction we will have a limit
u on the continuum taking the value 1/3 above the dotted line and −1/3 below. This construction
can be repeated for all interfaces in the directions of the lattice, and then by approximation for
all functions u with |u| ≤ 1/3.

This lack of interfacial energy can be again described by studying the Γ-limit of the scaled
energies

E(1)
ε (v) =

1
6

∑
(i,j,k)

ε
(
f(v(εi, εj, εk)) +

1
3

)
.

In the case of Ω a cube and v satisfying periodic conditions the Γ-limit of E(1)
ε is 0 on all |u| ≤ 1/3

(by the construction above). If Ω is arbitrary then some contribution will appear from the lack
of proper compatibility conditions between the geometry of the boundary and the construction
made above.

6 Next-to-nearest neighbour interactions

We conclude this presentation with a brief study of the subsequent case (in order of complexity),
when each point in a square lattice ‘interacts’ with its nearest and second-nearest neighbours.
Again, the pattern that may appear depend on the ‘sign’ of the interactions that may favour or
disfavour oscillating configurations, but also on the balance between first and second-neighbour
interactions. We treat the two-dimensional setting only, in the case that we consider the most
interesting.

We fix an open bounded set Ω in R2 with regular boundary. Our energy will be of the form

Eε(u) =
1
4
c1

∑
n.n.

ε2uiuj +
1
4
c2

∑
n.n.n.

ε2uiuj ,
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where n.n. (nearest neighbours) entails that the sum is taken over all i, j ∈ Z2 such that
εi, εj ∈ Ω and |i − j| = 1, while n.n.n. (next-to-nearest neighbours) are such that |i − j| =

√
2

(corresponding to the diagonals of the squares of the lattice).
In this case it is convenient to rewrite the energy taking into account the local interactions

in a fashion similar to that used for the hexagonal lattice. Indeed we may rewrite

Eε(u) =
1
4

∑
i,j,k,l

ε2
(1

2
c1

(
uiuj + ujuk + ukul + ului

)
+ c2

(
uiuk + ujul

))
+ o(1)

where the sum is taken over all i, j, k, l vertices of a lattice square, ordered in such a way that
|i − j| = |j − k| = |k − l| = |l − i| = 1 and |i − k| = |j − l| =

√
2. The factor 1

2 comes from the
fact that each pair of nearest neighbours belongs to two such lattice squares, and again the error
o(1) is due to the squares close to the boundary. Note that each cube is considered four times.

Note that indeed the sum above can be rewritten as parameterized on the centres of the
cubes; i.e. on the points m = 1

4 (i+ j + k+ l). We would like to introduce equivalent energies of
a simpler form

Fε(v) =
∑
m

ε2f(vm),

and
vm =

1
4
(ui + uj + uk + ul).

The possible values of v are

ui = uj = uk = ul = 1 =⇒ vm = 1
ui = uj = uk = ul = −1 =⇒ vm = −1

ui = uj = uk = 1, = ul = −1 =⇒ vm =
1
2

ui = uj = uk = −1, = ul = 1 =⇒ vm = −1
2

ui = uj = −1 uk = ul = 1 =⇒ vm = 0
ui = uk = −1 uj = ul = 1 =⇒ vm = 0.

The list comprises all different cases (upon cyclical permutation of the indices).
How to define f? There is no ambiguity for v = ±1 and v = ± 1

2 . In these cases

f(vm) =
1
2
c1

(
uiuj + ujuk + ukul + ului

)
+ c2

(
uiuk + ujul

)
so that

f(v) =
{

2c1 + 2c2 if |v| = 1
0 if |v| = 1

2 .

For v = 0 the definition must take into account the two values −2c2, corresponding to the case
ui = uj = −1 uk = ul = 1, and −2c1 +2c2, corresponding to the case ui = uk = −1 uj = ul = 1.
As we are interested in minimum energy configurations, the ‘natural’ definition for f is then

f(0) = min{−2c2, −2c1 + 2c2}.

This is a very simple case of a homogenization formula that gives the overall value of an averaged
quantity in terms of a minimum problem among functions (in this case just two possible states)
satisfying some average conditions (in this case, that their average be zero).
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We have two cases, whether

−2c2 ≥ −2c1 + 2c2 (i.e., 2c2 ≤ c1)

or not. In the first case, when f(0) = −2c1 + 2c2, the minimum configuration is the same
alternating state as that we encoutered in the ‘plus case’ for nearest neighbours.

The case f(0) = −2c2 is more interesting since the minimizers have less symmetries. We will
consider this case only. We make the assumptions

0 < c1 < 2c2, c1 + 2c2 > 0

(in particular, f(0) = −2c2 < 0). In this case, the convex envelope of f is given by

ψ(v) =

 4c2
(
|v| − 1

2

)
if |v| ≤ 1

2

4(c1 + c2)
(
|v| − 1

2

)
if 1

2 ≤ |v| ≤ 1,

and the Γ-limit can be again described by
∫
Ω
ψ(u) dx with the constraint that |u| ≤ 1. The

proof of this fact is the same as for nearest neighbours; the only care is in using the minimal
configuration in the computation of f(0) (that now corresponds to a layering of ones and minus
ones).

The limit minimal state is now 0, as in the ‘plus case’ for nearest neighbours, where anti-
phase boundaries appeared in the description of the second Γ-limit. In that computation, a
simple change of sign in the variables allowed to use the computation for the ‘minus case’. Here,
this is not possible since the minimal configuration have more symmetries.

Note that the locally minimal configurations u in Z2 (for ε = 1) are periodic with period two.
Hence, it is natural to parameterize them after a translation in 2Z2 to a reference cube. The
four configurations we have after this translation may then be parameterized by four parameters,
that is suggestive to take ±e1 and ±e2. We have the correspondence

u(0, 0) = u(0, 1) = −1, u(1, 0) = u(1, 1) = 1 corresponds to e1

u(0, 0) = u(1, 0) = −1, u(0, 1) = u(1, 1) = 1 corresponds to e2

u(0, 0) = u(0, 1) = 1, u(1, 0) = u(1, 1) = −1 corresponds to −e1
u(0, 0) = u(1, 0) = 1, u(0, 1) = u(1, 1) = −1 corresponds to −e2.

If we may neglect the effects of the boundary of Ω (for example, if Ω is a cube and we have
periodic conditions for u), then we may describe the Γ-limit of the scaled functional

E(1)
ε (u) =

1
4
c1

∑
n.n.

εuiuj +
1
4
c2

∑
n.n.n.

ε(uiuj + 1)

in terms of a new four-dimensional parameter: for each uε we may define w : 2Z2 → R4

w(εi) = (ui, u(ε(i+ (1, 0))), u(ε(i+ (1, 1)), u(ε(i+ (0, 1))).

If we follow a sequence (uε) with supεE
(1)
ε (uε) < +∞ then we deduce that uε → 0 and wε → w,

where w takes a.e. only the values (−1, 1, 1,−1), (−1,−1, 1, 1), (1,−1,−1, 1) and (1, 1,−1,−1),
corresponding to e1, e2,−e1,−e2 above. In this case the surface energy depends also on the two
states on both sides of the interface, and can be written as

F (w) =
∫

S(w)

ϕ(w+, w−, νw)dH1,

13



where w± are the traces of w on both sides of the jump set S(w).
We do not describe the form of ϕ, but only give a picture of the ‘optimal transitions’ in

Figure 2, where the microscopical transitions are shown between the states (from left to right)
e2, e1, −e1 and −e2. The grey squares are those where the value of the interactions between
the corners is not minimal. It must be noted that the transition between e2 and −e2 is less
energetically favourable since it must use a ‘diffuse’ interface, while the transition between −e2
and −e1 with an interface at an angle of π/4 is more advantageous than that at π/2. Even
though this does not immediately suggest the form of ϕ, it shows that it must be more complex
than the surface energy in the nearest-neighbour case.

Figure 2: microscopical transitions between four different phases

7 Lessons to be learned

The simple interactions we have considered in this chapter allow us to highlight some aspects of
the study of the passage from lattice systems to energies on the continuum, and to make some
considerations on the techniques and notions that are needed to make this passage rigorous.

As for this second point we have seen how the limit of discrete states must be defined in terms
of statistics and hence of weak limits. The oscillations and concentrations that from this weak
convergence may come forbid in general to consider a strong notion of convergence of energies,
but we may resort to Γ-convergence, that is sufficient to describe the asymptotic behaviour of
minimum problems. Γ-convergence is linked to lower semicontinuity properties, and hence a
good knowledge of lower semicontinuous energies will be required.

The simplest description we have encountered describes averaged properties of the energies
through integral functionals. The way we compute these functionals is by using convexity prop-
erties and finding the right order parameters. When next-to-nearest neighbours are taken into
account microscopical oscillations require some additional homogenization argument. We will
see that when long-range interactions are taken into account more complex asymptotic homog-
enization formula will be needed. Higher-order descriptions may give rise to phase transition
effects that are described by interfacial energies. In some cases these interfaces are anti-phase
boundaries and are described by additional order parameters. The interfaces may be sharp, or
diffuse and again must be described by suitable minimization processes.
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2. Bounds on the effective behavior of linear networks

The derivation of bounds on the effective behavior of a mixture of two isotropic conductors in
fixed volume fraction has a long history. It originates in the elementary so–called Voigt &
Reuss harmonic–arithmetic bounds on the possible conductivity tensors A, that is

a(θ)|ξ|2 ≤ 〈Aξ, ξ〉 ≤ a(θ)|ξ|2, ξ ∈ RN

with
1

a(θ)
:=

θ

α
+

1− θ

β
; a(θ) := θα+ (1− θ)β,

where we denote by α and β the conductivity of the core conductors and by θ the proportion of
the α–conductor, and it culminates in the derivation by Murat & Tartar of optimal bounds
for all conductivity tensors resulting from such mixtures: see [12]; see also the derivation of
Cherkaev & Lurie in the two–dimensional case [7]. The (two–dimensional) optimal bounds
only constrain the eigenvalues λ1, λ2 of the macroscopic conductivity tensor A. The formula is

1
λ1 − α

+
1

λ2 − α
≤ 1
a(θ)− α

+
1

a(θ)− α

1
β − λ1

+
1

β − λ2
≤ 1
β − a(θ)

+
1

β − a(θ)
.

(1)

A great variety of constitutive behaviors has been subsequently analyzed resulting in a long list
of bounds on various binary or multiphase mixtures of materials exhibiting those constitutive be-
haviors. Since most of the available mathematical methods used in such analyses derive form the
mathematical notion of G– or H–convergence (see e.g. [9]), the problem of deriving those bounds
has been assigned the generic name of G–closure problem in the mathematical literature. The in-
terested reader is invited to consult the mammoth encyclopaedia [8] and references therein. But,
in fact, two–phase isotropic conductivity is the only complete success of the available bounding
methods as of yet.

In an apparently different direction, the derivation of continuum models from discrete lattice
models has an even longer history. At the beginning of the XIXth century, Cauchy deduced a
first model for isotropic linear elasticity from a lattice of springs, his derivation constraining the
Poisson’s ratio ν to equal 1

4 . The model was later improved by Maxwell and generalized to
arbitrary ν ∈ (−1, 1

2 ). In solid state physics, it has become customary to introduce an atomic
lattice and to postulate or argue in favor of an interatomic interaction potential as a means for
deriving suitable macroscopic behaviors. In truth, the mathematical formalization of such an
approach has been slow to emerge for a lack of appropriate mathematical tools.

Whenever inertia effects are neglected — an admittedly challengeable assumption — the pas-
sage from discrete models to a continuum may be conveniently framed in a variational (energetic)
framework, that of Γ–convergence, first introduced by De Giorgi. We do not recall the defini-
tion here but refer e.g. to [2] for a simple introduction to the topic, or to the compendium [4].
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In that approach, the discrete energies associated to an energy minimizing configuration for the
lattice in a given volume under well–suited boundary conditions on the boundary of that volume
are shown to converge to the continuum energy associated to an energy minimizing configuration
for the continuum model under those same boundary conditions. We refer to [1] and references
therein.

In the present study, we attempt to investigate, on a decidedly over–simplistic model, the
link between lattice mixing and macroscopic behavior. Specifically, we consider the simplest
available model, that of a square two–dimensional lattice of resistors. If all resistors have the
same resistivity α, then it is a simple matter to show (through e.g. Γ–convergence) that the
corresponding continuum will be a linear isotropic conductor with conductivity α. We propose
to examine the equivalent of the bounding problem evoked at the onset of this introduction,
that is the lattice mixing of two resistivities α and β with given proportion θ of resistivity α. A
first, and misguided, intuition would lead one to the conclusion that, since a square lattice with
resistivity α gives rise to an isotropic conductor with conductivity α, the proposed mixture will
give rise to a conductivity tensor which can be obtained as a mixture in volume fraction θ, 1− θ
of α and β conductors. Thus, the resulting conductivity tensor should have eigenvalues that lie
in the set defined by (1). Such is not the case and the resulting set of conductors is much larger
(see Theorem 3.2 and the concluding remarks). In Fig. 1 we picture the two-dimensional sets of
eigenvalues (λ1, λ2) corresponding to diagonal matrices in the two situations.

Figure 1: comparison of bounds
In truth, the problem seen as a mixture of continua, is more akin to that of a mixture of

three conductors, two being isotropic with conductivities α and β, one being anisotropic with

conductivity
(
α 0
0 β

)
in a fixed basis of R2. The volume fractions of each material θ1, θ2, θ3

with θ1 + θ2 + θ3 = 1 should be such that the total volume fraction of α is θ, i.e., θ1 + 1
2θ2 = θ.

In any case, in this paper we derive bounds on the set of macroscopic conductivities (Theorem
3.2, Proposition 4.1) and show those to be optimal in the case θ = 1

2 (see Theorem 5.1) and
for all macroscopic conductivity tensors that are diagonal in the lattice basis (see Theorem 3.2).
We conjecture in the concluding remarks that the obtained bounds are always optimal, although
such optimality in the case θ 6= 1

2 has only been obtained for the ‘mid–matrix’ as explained in
those remarks.

As a final note, our result could be interpreted as some weak challenge to the conceptual
validity of bounds derived purely at the continuum level, provided of course that one trusts the
discrete to continuum approach to be a reasonable one, at least as far as crystalline solids are
concerned.
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1 A G-closure problem

Let Ω be a bounded open subset of R2 with Lipschitz boundary. For every fixed ε > 0 and any
open subset U ⊂ Ω we consider the quadratic discrete energy

Fε(u, U) =
1
2

∑
i,j

cεij(ui − uj)2 (2)

defined on all functions u : εZ2 ∩ Ω → R. The sum is performed on ‘nearest neighbours’; i.e.,
points i, j ∈ εZ2 ∩U such that |i− j| = ε, and we write ui = u(i). It is clearly not restrictive to
suppose that cεij = cεji. It is often convenient to rewrite this energy as

Fε(u, U) =
∑

i

hε
i (u(i1+1,i2) − u(i1,i2))

2 +
∑

i

vε
i (u(i1,i2+1) − u(i1,i2))

2, (3)

where hε
i = cεi,i+e1

, vε
i = cεi,i+e2

, thus separating the ‘horizontal’ and ‘vertical’ interactions.
If the coefficients cεij are equibounded, thanks to general compactness results (see [13], [10],

Propositions 2.6 and 2.15, [1], Theorems 3.2, 3.3), we can let ε→ 0 and obtain, upon passing to
a subsequence (independent of U), a quadratic energy of the form

F0(u, U) =
∫

U

〈A(x)Du,Du〉 dx (4)

defined on H1(U) as a Γ-limit.
In this paper we face the problem of the description of all possible such F0 when we suppose

that cεij ∈ {α, β}, where 0 < α ≤ β are two fixed positive numbers, and we fix the proportion of
nearest neighbours such that cεij = α (and as a consequence of those such that cεij = β).

Figure 2: a square network
A particular case is when the coefficients cεij are obtained by scaling a fixed periodic function;

i.e., there exists N ∈ N and periodic functions h, v : Z2 → {α, β} periodic of period N in both
arguments such that

hε
i = h

( i
ε

)
, vε

i = v
( i
ε

)
. (5)

In this case the matrix A is independent of x and is given by the homogenization formula ([1],
Theorem 4.1):

〈Aξ, ξ〉 =
1
N2

min
{ ∑

i∈{1,...,N}2
hi(ξ1 + ϕ(i1 + 1, i2)− ϕ(i1, i2))2

+
∑

i∈{1,...,N}2
vi(ξ2 + ϕ(i1, i2 + 1)− ϕ(i1, i2))2 :

ϕ : Z2 → R N -periodic
}

(6)
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Note that the particular cases cεij identically equal to α or β give A = αI and βI respectively.
If θ ∈ Q ∩ [0, 1] we then define H(θ) as the set of matrices given by (6) and such that

θ =
1

2N2
(#{i ∈ {1, . . . , N}2 : hi = α}+ #{i ∈ {1, . . . , N}2 : vi = α}); (7)

i.e., the proportion of α-connections is θ (and hence that of β-connections is 1−θ). The definition
of H(θ) is extended to θ ∈ [0, 1] by continuity.

If the coefficients are not periodic, we can describe the local proportion θ(x) of α-connections
by

θ(x) = lim
ρ→0

lim
ε→0

#{i ∈ εZ2 ∩Qρ(x) : hε
i = α}+ #{i ∈ εZ2 ∩Qρ(x) : hε

i = α}
2#{i ∈ εZ2 ∩Qρ(x)}

, (8)

where Qρ(x) is the coordinate cube centered at x and with side length ρ. Note that this quantity
is well defined for x ∈ Ω \ N , upon extraction of a subsequence in ε, where |N | = 0. Further,∫
Ω
θ dx represents the total proportion of α-connections.
Once such θ is defined the matrices A are characterized by a localization principle ([12], [5],

[11]).

Proposition 1.1 A(x) ∈ H(θ(x)) for almost all x ∈ Ω.

Proof. We only sketch the main points of the proof. Let x be a Lebesgue point for θ(x).
Upon a translation argument we can suppose that x = 0. For all open sets U the functional∫

U
〈A(0)Du,Du〉 dx is the Γ-limit of

∫
U
〈A(ρx)Du,Du〉 dx as ρ → 0 since A(ρx) converges to

A(0) in L1 on U . We can then infer that, for any fixed ξ,

〈A(0)ξ, ξ〉 = min
{∫

Q1(0)

〈A(ρx)(ξ +Dϕ), (ξ +Dϕ)〉 : ϕ 1-periodic
}

+ o(1) (9)

as ρ → 0. We now remark that the passage from discrete to continuous is independent of the
specific (well chosen) boundary condition, or still that the Γ–convergence result holds true as
well if periodic boundary conditions are imposed on ∂Q1/ρ(0) (see [1], Theorem 3.12), which
implies that

min{
∫

Q1(0)

〈A(ρx)(ξ +Dϕ), (ξ +Dϕ)〉 : ϕ 1-periodic}

= ρ−2 min{F0(ξ +Dϕ,Qρ(0)) : ϕ ρ-periodic}
= lim

ε→0
ρ−2 min{Fε(ξ +Dϕ,Qρ(0)) : ϕ ρ-periodic}. (10)

We may suppose that N = ρ/ε ∈ N, so that the formula in the last limit is of the type (6) for
some θρ tending to θ(0) as ρ→ 0, and the proposition is proved.

The previous proposition reduces the problem of characterizing all A(x) to that of studying
the sets H(θ) for fixed θ ∈ [0, 1], which is precisely the subject of the remainder of this work.

2 Trivial bounds

We denote by H(θh, θv) those matrices in H(θ) with fixed volume fraction θh, θv of horizon-
tal/vertical α-connections; i.e., for θh, θv ∈ Q,

θh =
1
N2

#{i ∈ {1, . . . , N}2 : hi = α}, (11)

θv =
1
N2

#{i ∈ {1, . . . , N}2 : vi = α}. (12)
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Note that
θh + θv = 2θ, (13)

so that we have

H(θ) =
⋃
{H(t, 2θ − t) : 0 ≤ t ≤ 1, 0 ≤ 2θ − t ≤ 1}

=


⋃
{H(t, 2θ − t) : 0 ≤ t ≤ 2θ} if 0 ≤ θ ≤ 1/2⋃
{H(t, 2θ − t) : 1− 2θ ≤ t ≤ 1} if 1/2 ≤ θ ≤ 1.

(14)

We define the harmonic and arithmetic means of α and β in proportion s, 1− s to be

a(s) =
αβ

sβ + (1− s)α
, a(s) = sα+ (1− s)β,

respectively. Note that
1

a(θh)
+

1
a(θv)

=
2

a(θ)
, a(θh) + a(θv) = 2a(θ). (15)

Let A ∈ H(θh, θv) be given by (6). By testing with ϕ = 0 in (6) we get

〈Aξ, ξ〉 ≤ 1
N2

( ∑
i∈{1,...,N}2

hiξ
2
1 +

∑
i∈{1,...,N}2

viξ
2
2

)
= a(θh)ξ21 + a(θv)ξ22 . (16)

Conversely, for all ϕ, the convexity of (x, y) → y2

x
for positive x’s yields

1
N2

( ∑
i∈{1,...,N}2

hi(ξ1 + ϕ(i1 + 1, i2)− ϕ(i1, i2))2

+
∑

i∈{1,...,N}2
vi(ξ2 + ϕ(i1, i2 + 1)− ϕ(i1, i2))2

)

=
1
N2

N∑
i2=1

N∑
i1=1

hi(ξ1 + ϕ(i1 + 1, i2)− ϕ(i1, i2))2 (17)

+
1
N2

N∑
i1=1

N∑
i2=1

vi(ξ2 + ϕ(i1, i2 + 1)− ϕ(i1, i2))2

≥ 1
N

N∑
k=1

a(θk
h)ξ21 +

1
N

N∑
k=1

a(θk
v )ξ22 , (18)

where
θk

h =
1
N

#{i1 : h(i1,k) = α}, θk
v =

1
N

#{i2 : h(k,i2) = α}.

By the convexity of a and the arbitrariness of ϕ we immediately obtain

a(θh)ξ21 + a(θv)ξ22 ≤ 〈Aξ, ξ〉. (19)

We obtain the ‘trivial’ estimates detailed in the following proposition.

Proposition 2.1 If A ∈ H(θh, θv) then

a(θh)ξ21 + a(θv)ξ22 ≤ 〈Aξ, ξ〉 ≤ a(θh)ξ21 + a(θv)ξ22 (20)

for all ξ ∈ R2.
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3 Exact bounds for diagonal matrices

We denote by Hd(θ), Hd(θh, θv) the set of diagonal matrices in H(θ) and H(θh, θv), respectively.
The first observation is that for A ∈ Hd(θh, θv) the ‘trivial’ bounds are optimal. In par-

ticular we can obtain the ‘extremal’ matrices diag(a(θh), a(θv)) and diag(a(θh), a(θv)) that are
obtained by placing all connections in series/parallel in both horizontal and vertical directions,
a ‘microstructure’ which is not feasible in the continuous case.

Proposition 3.1 We have

Hd(θh, θv) = {diag(x, y) : a(θh) ≤ x ≤ a(θh), a(θv) ≤ y ≤ a(θv)}.

Proof. It suffices to prove that diag(a(θh), a(θv)),diag(a(θh), a(θv)) ∈ Hd(θh, θv), the con-
struction for all other matrices following easily.

In order to obtain diag(a(θh), a(θv)), let θh = M1/N , and θv = M2/N . We then define (see
Fig. 3)

h(i1,i2) =: hi1 =
{
α if 1 ≤ i1 ≤M1

β otherwise , (21)

v(i1,i2) =: vi2 =
{
α if 1 ≤ i2 ≤M2

β otherwise . (22)

It is easily seen that (19) is sharp for this choice of hi, vi. Indeed, if ζ and ψ are the one-
dimensional minimizers for

1
N

∑
i

hi(ξ1 + ϕ(i+ 1)− ϕ(i))2 (23)

and
1
N

∑
i

vi(ξ2 + ϕ(i+ 1)− ϕ(i))2 (24)

among all N–periodic ϕ’s — for which the minimal values are respectively a(θh)ξ21 and a(θv)ξ22
— then ζ(i1) + ψ(i2) is a minimizer for (6) for the choice (21)–(22) for h(i1,i2) and v(i1,i2).

Figure 3: optimal network for harmonic means
Conversely, to obtain diag(a(θh), a(θv)) it suffices to choose

h(i1,i2) =: hi1 =
{
α if 1 ≤ i2 ≤M1

β otherwise ,

v(i1,i2) =: vi2 =
{
α if 1 ≤ i1 ≤M2

β otherwise

6



(see Fig. 4). In that case, ϕ ≡ 0 is a minimizer because 0 is a minimizer of the one–dimensional
problems (23),(24).

Figure 4: optimal network for arithmetic means
From Proposition 3.1 we immediately obtain the complete description of Hd(θ).

Theorem 3.2 (exact bounds for diagonal matrices) The set Hd(θ) is composed of all ma-
trices diag(x, y) satisfying

(i) (case 0 ≤ θ ≤ 1/2) a(2θ) ≤ x, y ≤ β, x+ y ≤ 2a(θ),
1
y

+
1
x
≤ 2
a(θ)

;

(ii) (case 1/2 ≤ θ ≤ 1) α ≤ x, y ≤ a(2θ − 1), x+ y ≤ 2a(θ),
1
y

+
1
x
≤ 2
a(θ)

.

Note that for θ = 1/2 then the form of the bounds simplify since a(2θ) = α and a(2θ−1) = β.
The shape of the set Hd(θ) in the three cases is pictured in Fig. 5.

Figure 5: the sets Hd(θ)
Proof. The proof is an immediate consequence of Proposition 3.1, taking into account (15)
and (14).
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4 An outer bound for non-diagonal matrices

Let A =
(
x z
z y

)
∈ H(θh, θv). From the ‘trivial’ bounds we obtain

a(θh)ξ21 + a(θv)ξ22 ≤ 〈Aξ, ξ〉 ≤ a(θh)ξ21 + a(θv)ξ22 (25)

for all ξ ∈ R2. By testing with the vectors (1, 0) and (0, 1) we get

a(θh) ≤ x ≤ a(θh), a(θv) ≤ y ≤ a(θv), (26)

i.e, Ad =
(
x 0
0 y

)
∈ Hd(θh, θv). That is, the projection of H(θh, θv) onto diagonal matrices is

precisely Hd(θh, θv).
In general, we can obtain an estimate for the off-diagonal term z from (25) by optimizing the

inequalities

(a(θh)− x)ξ21 + (a(θv)− y)ξ22 ≤ 2zξ1ξ2 ≤ (a(θh)− x)ξ21 + (a(θv)− y)ξ22 , (27)

that gives
z2 ≤ min{(a(θh)− x)(a(θv)− y), (x− a(θh))(y − a(θv))}. (28)

We now fix θ ≤ 1/2 and maximize the range of values for z with respect to θh, θv with
θh + θv = 2θ in the following two inequalities

z2 ≤ (a(θh)− x)(a(θv)− y) (29)
z2 ≤ (x− a(θh))(y − a(θv)). (30)

This computation will give us an analytic ‘outer bound’.
By symmetry we carry this computation for x ≤ y only.

Bound from arithmetic means. We choose a(θh) as independent variable. The constraint
that A ∈ H(θh, θv) becomes, in terms of a(θh) ,

αβ

α+ β − a(θh)
≤ x ≤ a(θh)

αβ

α+ β − 2a(θ) + a(θh)
≤ y ≤ 2a(θ)− a(θh)

that is 
x ≤ a(θh) ≤ α+ β − αβ

x

2a(θ)− (α+ β) +
αβ

y
≤ a(θh) ≤ 2a(θ)− y

.

Thus,

tm(x, y) := max{x, 2a(θ)− (α+ β) +
αβ

y
} ≤ a(θh) ≤ tM (x, y) := min{2a(θ)− y, α+ β − αβ

x
}.
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These two relations define three separate regions in Hd(θ) bound by the non–intersecting
curves 

x = 2a(θ)− (α+ β) +
αβ

y

y = 2a(θ)− (α+ β) +
αβ

x
,

.

two hyperbolae passing respectively through the two upper and two lower corner points of Hd(θ).
Recall the relation

a(θh) + a(θv) = 2a(θ) (31)

and compute

fa(x, y) = max{(a(θh)− x)(a(θv)− y) : diag(x, y) ∈ H(θh, θv)}
= max{(t− x)(2a(θ)− t− y) : tm(x, y) ≤ t ≤ tM (x, y)}. (32)

That gives

fa(x, y) =


(
a(θ)− x+ y

2

)2

if x ≥ 2(a(θ)− (α+ β)) + y + 2
αβ

y

(α+ β − (
αβ

y
+ y))((1− 2θ)(β − α) +

αβ

y
− x) otherwise.

(33)

The maximum in (33) is reached for

a(θh) =


a(θ) + x−y

2 if x ≥ 2(a(θ)− (α+ β)) + y + 2
αβ

y

2a(θ)− (α+ β) +
αβ

y
otherwise.

(34)

Bound from harmonic means. By choosing a(θh) as independent variable, the constraint
that A ∈ H(θh, θv) in terms of a(θh) becomes

a(θh) ≤ x ≤ α+ β − αβ

a(θh)
a(θh) a(θh)

2a(θh)− a(θ)
≤ y ≤ α+ β +

αβ

a(θh)
− 2αβ
a(θ)

,

that can be summarized in tm(x, y) ≤ a(θh) ≤ tM (x, y), where

tm(x, y) = max
{ y a(θ)

2y − a(θ)
,

αβ

α+ β − x

}
,

tM (x, y) = min
{ αβ a(θ)
a(θ)(y − (α+ β)) + 2αβ

, x
}
,

Note that the regions defined by these relations are the same as those defined in the case of the
arithmetic means.

We can then compute

fh(x, y) := max
{

(x− t)
(
y − a(θ) t

2t− a(θ)

)
: tm(x, y) ≤ t ≤ tM (x, y)

}
. (35)
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Recalling the relation
1

a(θh)
+

1
a(θv)

=
2

a(θ)
=

1
a(2θ)

+
1
β
, (36)

we then obtain

fh(x, y) =



1
4

(
a(θ)−

√
(2x− a(θ))(2y − a(θ))

)2

if 2αβ(αβ + a(θ)(y − (α+ β)))(2x− a(θ)) ≤ a(θ)2(α+ β)2(y − x)(
a(θ)(x− β)(x− α) + 2αβ(x− a(θ)

)
(y − α)(β − y)

(y − (α+ β))(a(θ)(y − (α+ β)) + 2αβ)
otherwise.

(37)

The maximum in (35) is reached for

a(θh) =


a(θ)
2

(
1 +

√
2x− a(θ)
2y − a(θ)

)
αβa(θ)

a(θ)(y − (α+ β)) + 2αβ

(38)

in the two cases respectively.

Proposition 4.1 (outer bound) Let A =
(
x z
z y

)
∈ H(θ) then we have

z2 ≤ fθ(x, y) := min{fa(x, y), fh(x, y)}. (39)

Proof. The proof follows immediately from the estimates above and from (28), since

max
θh,θv

min{(a(θh)− x)(a(θv)− y), (x− a(θh))(y − a(θv))}

≤ min{max
θh,θv

{(a(θh)− x)(a(θv)− y)},max
θh,θv

{(x− a(θh))(y − a(θv))} }

= min{fa(x, y), fh(x, y)}. (40)

In the case where θ = 1/2, it is easily deduced from the previous analysis that the expression
for f1/2(x, y) in (39) is simply given by

f1/2(x, y) =



(α+ β

2
− x+ y

2

)2

if xy ≥ αβ

(
αβ

α+ β
−

√(
x− αβ

α+ β

)(
y − αβ

α+ β

))2

otherwise.

5 Exact bounds for non-diagonal matrices (the case θ =
1/2)

We prove that in the case θ = 1/2 the outer bound given by Proposition 4.1 is optimal.
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Theorem 5.1 (exact bounds) The set H(1/2) is given by all matrices A =
(
x z
z y

)
such that

α ≤ x, y ≤ β, x+ y ≤ α+ β,
1
y

+
1
x
≤ 1
α

+
1
β
,

z2 ≤ min

{(α+ β

2
− x+ y

2

)2

,

(
αβ

α+ β
−

√(
x− αβ

α+ β

)(
y − αβ

α+ β

))2}
.

Proof. Since, because of the equi–boundedness of the approximating sequences, Γ-convergence
in the current setting is associated to a metrizable topology (see [4]), H(1/2) is closed under
Γ-convergence. The proof will be achieved by layering on the continuum level. We first note

that any solution (x, y, z) to the system
{
z2 = fa(x, y)
z2 = fh(x, y)

lives on the surface of equal determinant

xy − z2 = αβ; hence, we can divide the proof for A satisfying xy − z2 ≥ αβ and xy − z2 ≤ αβ
for which the bounds for the off-diagonal term simply become z2 ≤ fa(x, y) and z2 ≤ fh(x, y),
respectively.

The strategy is the following: given A compute the diagonal matrices A1 and A2 on the
boundary of Hd(1/2) such that detAi = detA; find η and ν such that if we layer A1 and A2 with
volume fractions η and (1− η) in the direction ν we obtain A.

We first perform the proof for detA ≥ αβ and check the bound z2 = fa(x, y). The matrices

A1 =
(
s 0
0 t

)
and A2 =

(
t 0
0 s

)
are characterized by the equations

st = xy − z2 = xy −
(α+ β

2
− x+ y

2

)2

, (41)

obtained by imposing the ‘extremality condition’ z2 = fa(x, y) to the determinant constraint,
and

s+ t = α+ β, (42)

given by the requirement that Ai belong to the boundary of Hd(1/2).
We layer A1 and A2 in proportions η, 1 − η in direction ν = (C,S) and apply the layering

formula in [12] (cf. Proposition 3). The resulting conductivity matrix X is given by

(X −A1)−1 =
1

1− η

(
(A2 −A1)−1 + η

ν ⊗ ν

〈A1ν, ν〉

)
,

that is

X =

( stC2+(ηs+(1−η)t)2S2

(ηC2+(1−η)S2)t+(ηS2+(1−η)C2)s − η(1−η)(t−s)2CS
(ηC2+(1−η)S2)t+(ηS2+(1−η)C2)s

− η(1−η)(t−s)2CS
(ηC2+(1−η)S2)t+(ηS2+(1−η)C2)s

stS2+(ηs+(1−η)t)2C2

(ηC2+(1−η)S2)t+(ηS2+(1−η)C2)s

)
.

Since detA1 = detA2, Theorem 4 in [6] implies that detX = st. This could also be checked
directly with the expression above for X. It thus suffices to prove that we can find η, ν such that

stC2 + (ηs+ (1− η)t)2S2

(ηC2 + (1− η)S2)t+ (ηS2 + (1− η)C2)s
= x

stS2 + (ηs+ (1− η)t)2C2

(ηC2 + (1− η)S2)t+ (ηS2 + (1− η)C2)s
= y

11



as z will thus automatically satisfy z2 = st− xy = fa(x, y). This gives a homogeneous system in
C2 and S2, whose determinant must be zero; i.e.,

(st− x(s+ η(t− s)))(st− y(t− η(t− s)))
= (t− η(t− s))(s+ η(t− s))(t− η(t− s)− x)(s+ η(t− s)− y). (43)

The proportion η is determined by requiring that the volume fractions related to A1 and A2

in proportions η and 1− η must give the volume fractions θh, θv of A, determined by (34). This
gives

η(β − s) + (1− η)(β − t) =
1
2

(
(β − α) + (y − x)

)
. (44)

By using (41), (42) and (44), we can easily verify (43).

The case detA ≤ αβ can be proven likewise. In this case, the equal determinant condition
(41) must be modified by substituting fa with fh, thus obtaining

st = xy −

(
αβ

α+ β
−

√(
x− αβ

α+ β

)(
y − αβ

α+ β

))2

, (45)

while (42) becomes
1
s

+
1
t

=
α+ β

αβ
. (46)

The proportion η is now determined by (38), which gives

η
α

s
(β − s) + (1− η)

β

t
(β − t) =

β
√

(α+ β)y − αβ − α
√

(α+ β)x− αβ√
(α+ β)y − αβ +

√
(α+ β)x− αβ

. (47)

By using (45)–(47), we can again verify (43).

6 Concluding remarks

The complete characterization of the set H(θ) is missing at present. We conjecture that the outer
bound, described in Section 4 (see Proposition 4.1) and found to be optimal in the case θ = 1/2
(see Section 5 above), is optimal for all θ’s. As a first result in that direction, we briefly detail
how to obtain the optimality of the outer bound for the ‘midmatrix’ with diagonal elements both
equal to 1

2 (a(θ) + a(θ)). The corresponding outer bound yields z = ± 1
2 (a(θ)− a(θ)), so that the

two ‘midmatrices’ are

A± =


1
2
(a(θ) + a(θ)) ±1

2
(a(θ)− a(θ))

±1
2
(a(θ)− a(θ))

1
2
(a(θ) + a(θ))

 .

Note that the eigenvalues of A± are a(θ), a(θ) and the eigendirections ±π
4 .

The construction consists in layering the corresponding outer ‘midmatrix’ for θ = 1/2, that
is

B =


1
2
(
α+ β

2
+

2αβ
α+ β

)
1
2
(
α+ β

2
− 2αβ
α+ β

)

1
2
(
α+ β

2
− 2αβ
α+ β

)
1
2
(
α+ β

2
+

2αβ
α+ β

)

 ,
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with αI (resp. βI) in the direction π
4 and with a volume fraction η such that η 1

2 + (1 − η) = θ
(resp. η 1

2 = θ). We skip the actual derivation.
Actually, as can be immediately checked by setting x = y in Proposition 4.1, the outer

matrices in H(θ) such that x = y have an off–diagonal element that grows linearly in x. Since
layering A± with the diagonal matrices a(θ)I and a(θ)I — extreme elements of H(θ) in the
plane x = y of equal diagonal elements — in both directions ±π

4 also yields a matrix with an
off–diagonal element that grows linearly in x = y, we have also established the optimality of the
outer bound for all matrices with equal diagonal elements. The computation for general outer
matrices in H(θ), θ 6= 1

2 , with distinct diagonal elements remains open at this time.
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3. A weak membrane with randomly distributed defects

The discrete setting provides an easy framework where to model problems with some random
choice. In this chapter we will study the description of a two-dimensional square network mixing
two types of connections: ‘weak’ and ‘stong’ ones. The strong connections are simple quadratic
ones, while the weak connections are ‘truncated quadratic potentials’ that are quadratic below
some threshold, and constant above. We may imagine that this network model a two-dimensional
membrane, and that the unknown function u represents the vertical displacement of the mem-
brane. A ‘strong connection’ may be simply viewed as a linear spring between two neighboring
nodes of the network. A ‘weak spring’ behaves in the same way as a ‘strong spring’ below the
fracture threshold, at which it breaks, and the two neighboring nodes get disconnected. The
distribution of weak springs can be viewed as a distribution of defects in an otherwise linear
material. We will investigate the ‘typical’ overall behavior of such a model in the hypothesis
that the defects be randomly distributed. To this end we will briefly give an overview of some
percolation results, and preliminarily treat the case when only weak connections are present.

1 The weak membrane

We consider the energies

Eε(u) =
1
2

∑
α,β

εNfε
(u(α)− u(β)

ε

)
where fε are truncated quadratic potentials:

fε(z) = min
{

z2,
1
ε

}
.

The sum is extended to all nearest neighbors. Note that if∣∣∣u(α)− u(β)
ε

∣∣∣2 ≤ 1
ε

for all α, β, then Fε(u) is just a discretization of the Dirichlet integral, while if for example u
takes just two values, say u0 and u1, then for ε small enough we have

fε
(u(α)− u(β)

ε

)
=

{
0 if u(α) = u(β)
1
ε otherwise,

so that, identifying each u with its piecewise-constant extension, we have

Eε(u) = εN−1#{{α, β} : u(α) 6= u(β)} = HN−1(∂{u = u0}) + o(1),

where the o(1) comes from some boundary corrections.
In general the Γ-limit will be finite on functions that may have a discontinuity set S(u) of

dimension N − 1 and such that this set is rectifiable, and that are otherwise approximately
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differentiable outside this set. The space of such u is called the space of special functions
of bounded variation SBV (Ω) and is defined as the space of all u ∈ BV (Ω) such that the
distributional derivative of u can be split in a N -dimensional and a N − 1-dimensional part. To
be more precise, since we will not directly have a bound on BV norms, the u for which our limit
energies will make sense are in GSBV (Ω) (i.e., their truncations (−T ∨ u) ∧ T are in SBV (Ω)
for all T ).

On this space the Γ-limit of Fε can be written as

F (u) =
∫

Ω

|∇u|2 dx +
∫

S(u)

‖νu‖1 dHN−1.

Note that if u ∈ H1(Ω) then F (u) =
∫
Ω
|∇u|2 dx. Note moreover that in many problems we will

have an a priori bound for the L∞ norm of the solution, that in this way belongs to SBV (Ω).

2 A naive view to percolation theory

We want to compute a Γ-limit as in the previous section, of an energy where we randomly mix
fε as above and simple quadratic interactions. To this end we have to introduce some notions of
percolation theory for what is called the ‘bond percolation model’ (i.e., when the random choice
is thought to be performed on the connections. A different model, that can be treated similarly,
is the site percolation model. In our intuition it would correspond to choosing weak and strong
nodes – and to define a weak connection as a connection between two nodes of which at least
one is a weak node).

We do not want to introduce the formal definition of a random variable, but just to look at
the relevant elements of percolation theory that will allow us to describe the model of a weak
membrane. From now on we will restrict to the two-dimensional case N = 2. We start by
introducing the dual lattice

Z =
{α + β

2
: α, β ∈ Z2, |α− β| = 1

}
.

A choice of connections between nodes of Z2 is a function ω : Z → {−1, 1}; 1 corresponds to a
strong connection, and −1 to a weak connection. We identify each point γ ∈ Z with the segment
[α, β] such that α, β ∈ Z2 and 2γ = α + β. Given ω, we say that two points γ, γ′ ∈ Z such that
ω(γ) = ω(γ′) are connected if there exists a path in Z (now identified as a set of segments) such
that each element of this path γ′′ is such that ω(γ′′) = ω(γ). Such a path is called a weak channel
if ω(γ) = −1 and a strong channel if ω(γ) = 1. In this way, we subdivide Z into ‘connected
subsets’ where either ω(γ) = 1 or −1.

We now want to express the fact that

ω(γ) =
{

1 with probability p
−1 with probability 1− p.

This can be done rigorously by introducing some ‘independent identically distributed’ random
variables. This is not however the scope of our presentation. It suffices to describe the ‘almost-
sure’ properties of such ω.

If p < 1/2 then it is ‘more probable’ to have some γ with ω(γ) = −1; not only, it is not
likely to have a large number of connected points with ω(γ) = 1. This is expressed by the fact
that there is one (necessarily unique) infinite connected component of {ω = −1}. We call this
set the infinite weak cluster (or simply weak cluster). Of course, the situation is symmetrical for
p > 1/2, in which case we have an infinite strong cluster.
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If two points γ and γ′ belong to the weak cluster then there is at least one path L in the
cluster (now we identify points with segments) joining γ and γ′. We denote by |L| the length of
this path. The chemical distance of γ and γ′ is defined as

dω(γ, γ′) = min |L|,

where the minimum is taken over all such paths L.
This distance is not isotropic (it suffices to think about the trivial case p = 0) and depends

on ω. Nevertheless, its limit behavior as the points γ and γ′ are scaled properly is well defined
and independent of ω: we define

ϕp(ν) = lim inf
T→+∞

inf
{ 1
|T |

dω(γ, γ′) : γ − γ′ = Tν
}

.

This limit is finite and independent of ω for all ν, except for a set of ω with zero probability.
Note that for p = 1 we have ϕp(ν) = ‖ν‖1.

The number ϕp(ν) describes the average distance on the weak cluster in the direction ν (and
by symmetry also in the orthogonal direction). Its value cannot be decreased by using ‘small
portions’ of strong connections: if δ > 0 then there exists T > 0 and c = c(δ) ∈ (0, 1) such that
if L is a path joining γ and γ′ = γ + Tν and |L| < (ϕp(ν) − δ)T , then there are at least c(δ)T
strong connections in the path L.

The weak cluster (and the strong cluster for p > 1/2) are ‘well distributed’. This can be
expressed in the following way (channel property): there exist constants c(p) > 0 and c1(p) > 0
such that a.s. for any δ, 0 < δ ≤ 1 there is a large enough number N0 = N0(ω, δ) such that for
all N > N0 and any square of size length δN contains at least c(p)δN disjoint weak channels
which connect opposite sides of the square. Moreover, the length of each such a channel does
not exceed c1(p)δN .

3 Randomly distributed defects

We fix the probability p of strong connections and choose a realization ω (naively, we toss a
coin at each lattice connection) and, with this realization fixed, we consider the energy of the
corresponding membrane

Eω
ε (u) =

1
2

∑
α,β

ε2fε
ω(γ)

(u(α)− u(β)
ε

)
,

where
γ =

α + β

2
, fε

1 (z) = z2, fε
−1(z) = fε(z),

with fε the weak membrane energy density defined above.
At the two extreme cases we have:
• p = 0 (zero probability of strong connections) then we almost surely are in the case of the

weak membrane, and the Γ-limit is

F 0(u) =
∫

Ω

|∇u|2 dx +
∫

S(u)

‖νu‖1 dHN−1

defined on SBV (Ω);
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• p = 1 (strong connections with probability one) then we almost surely are in the case of
the ‘strong’ membrane, and the Γ-limit is simply

F 1(u) =
∫

Ω

|∇u|2 dx

on H1(Ω).
We will show that
(1) the percolation threshold p = 1/2 separates two different regimes. Fracture may appear

only below this threshold;
(2) below the percolation threshold the Γ-limit is of fracture type, and the surface interaction

energy is described by the asymptotic chemical distance ϕp only, being independent of ω, and is
given by

F p(u) =
∫

Ω

|∇u|2 dx +
∫

S(u)

ϕp(νu) dHN−1

defined on SBV (Ω). This means that fracture essentially occurs on the weak cluster, and that
the energy density is simply obtained by minimizing the length of the fracture paths;

(3) above the percolation threshold the effect of the weak connections is negligible, and the
overall behavior is simply described by the Dirichlet integral, independently of p > 1/2.

4 The supercritical case

We first treat the case p > 1/2. In this case we already have an upper bound since

Eω
ε (u) ≤ E1

ε (u) :=
1
2

∑
α,β

(u(α)− u(β))2 =
1
2

∑
α,β

ε2
(u(α)− u(β)

ε

)2

,

and the Γ-limit of the latter is the Dirichlet integral. We only have to prove the lower bound
inequality.

To this end, we use an indirect argument: first, we use the coerciveness of the discrete energies
for the weak membrane to deduce that we may suppose that the limit of a sequence such that
Eω

ε (uε) is equi-bounded is indeed in SBV (Ω); subsequently, we use the percolation properties to
show that the discontinuity set of the limit function u must be negligible and hence u ∈ H1(Ω).
The final equality then follows since on H1(Ω) all limits coincide with the Dirichlet integral.

First step. We use the inequality fε
ω(γ) ≥ fε to check that

Eω
ε (u) ≥ E0

ε (u) :=
1
2

∑
α,β

ε2fε
(u(α)− u(β)

ε

)
.

Let uε → u; we deduce that supε E0
ε (uε) is equi-bounded and then that u ∈ GSBV (Ω). Moreover

we have the lower bound
lim inf

ε
Eω

ε (uε) ≥ F 0(u).

Since F 0 = F 1 on H1(Ω), it will suffice to prove that u ∈ H1(Ω).
Second step. We now prove that H1(S(u)) = 0. This shows that u ∈ H1(Ω) and concludes

the proof. We will actually prove more: for any fixed any c > 0 the number of points in S(u)
such that |u+(x)− u−(x)| ≥ c is finite.

Take any N such points x1, . . . , xN . Let νi = νu(xi), and fix ρ > 0 such that the cubes
Qνi

ρ (xi) of side length ρ, center xi and one side orthogonal to νi have disjoint closures.
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We now estimate the contribution to the total energy due to the interactions contained in
Qν1

ρ (x1). Upon a translation we can suppose x1 = 0. We may take ρ small enough so that it
is not restrictive to suppose that |u(x) − u(y)| ≥ c/2 if x ∈ S+

ρ and y ∈ S−ρ , where S±ρ are the
two sides of Qνi

ρ orthogonal to ν; we may also suppose that |uε(x) − uε(y)| ≥ c/4 for such x, y.
We now use the channel property of the strong cluster (after scaling) to deduce that for ε small
enough there are at least c(p)ρ/ε disjoint strong channels Cj joining S−ρ and S+

ρ , of length at
most c1ρ. If x, y are points in S−ρ and S+

ρ belonging to the same strong channel, we can estimate

c

4
≤ |uε(x)− uε(y)| ≤

∑
x′,y′

ε
∣∣∣uε(x′)− uε(y′)

ε

∣∣∣
≤ √

c1ρ

√√√√∑
x′,y′

ε
∣∣∣uε(x′)− uε(y′)

ε

∣∣∣2,
where the sum is performed over ordered neighboring x′, y′ along the same strong channel, so
that

c2ε

16c1ρ
≤

∑
x′,y′

ε2
∣∣∣uε(x′)− uε(y′)

ε

∣∣∣2.
We sum up over all disjoint strong channels to obtain

c2c(p)
16c1

≤
∑
Cj

∑
x′,y′

ε2
∣∣∣uε(x′)− uε(y′)

ε

∣∣∣2 ≤ 1
2

∑
α,β

ε2fε
ω

(u(α)− u(β)
ε

)
,

where the sum is performed over all pairs α, β in Qν1
ρ .

Since the Qνi
ρ (xi) are disjoint we can repeat the reasoning for all i = 1, . . . , N , and deduce

the estimate
N ≤ 16c1

c2c(p)
Eω

ε (uε)

on the number of such points, as desired.

5 The subcritical case

In the subcritical case we have to prove both an upper and a lower bound. Again, we can use a
comparison argument with the weak-membrane energies to deduce that the limit of a sequence
with equi-bounded energy is a function in GSBV (Ω).

We want to give a ‘local’ estimate on the limit energy. To this end, we define

Eω
ε (u, A) =

1
2

∑
α,β∈A

ε2fε
ω(γ)

(u(α)− u(β)
ε

)
,

where we limit to interactions such that α, β ∈ A.
Let uε → u. We may suppose that u ∈ L∞(Ω), upon a truncation argument, and hence that

u ∈ SBV (Ω). Fix c > 0, δ > 0 and take x ∈ S(u) such that |u+(x) − u−(x)| ≥ c and for all ρ
small enough

lim inf
ε

Eω
ε

(
uε, R

νu(x)
δ,ρ (x)

)
≤ ρ(ϕp(νu(x))− 3δ), (1)

where Rν
δ,ρ(x) is the rectangle of center x, one side of length ρ orthogonal to ν and the other

side of length δρ. With fixed ρ we may suppose that uε → u on the two sides S±ρ (x) of R
νu(x)
δ,ρ (x)

that are orthogonal to νu(x).
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We can give an estimate on the size of the set of indices γ such that the corresponding
α, β ∈ R

νu(x)
δ,ρ (x), and

ω(γ) = −1,
∣∣∣uε(α)− uε(β)

ε

∣∣∣2 >
1
ε
.

If we denote by Iε(ρ) such set of indices, by (1) we have (upon passing to a subsequence of ε)

#(Iε(ρ)) ≤ ρ

ε
(ϕp(νu(x))− 2δ)

for ρ small enough. In the complement of this set the interactions are quadratic (either because
ω(γ) = 1 or because the difference quotient is below the threshold 1/

√
ε).

We then deduce that we may find c(δ)ρ
ε paths in the complement of Iε(ρ). In fact, upon

scaling and setting T = ρ
ε , if this were not true then we could find a path L connecting two

points γ, γ′ with γ − γ′ = Tν such that |L| ≤ (ϕp(νu(x))− δ)T and with a percentage of strong
connection less than c(δ).

At this point, we have a fixed percentage of paths where we can reason as in the supercritical
case, to deduce in particular that for all c > 0

H1({x ∈ S(u) : |u+(x)− u−(x)| ≥ c, (1) holds}) = 0,

and hence that for H1-almost all x ∈ S(u)

lim inf
ε

Eω
ε

(
uε, R

νu(x)
δ,ρ (x)

)
≥ ρ(ϕp(νu(x))− 3δ). (2)

By a covering argument of (compact sets of) S(u) by rectangles R
νu(x)
δ,ρ (x), (2) and the lower

bound coming from the weak membrane (applied to the complement of such sets), for all σ > 0
we deduce that

lim inf
ε

Eω
ε (uε) ≥

∫
Ω

|∇u|2 dx +
∫

S(u)

(ϕp(νu(x))− 3δ) dH1 − σ,

and the lower bound by the arbitrariness of δ and σ.

It remains to check the upper bound. As usual we do not consider a general target function u,
but limit our analysis to u in a ‘dense class’, the general case being obtained by approximation.
In this case, we can consider u such that S(u) is a finite union of segments, and u ∈ C1(Ω \
S(u)) ∩H1(Ω \ S(u)).

We only treat the case when S(u) = (−1/2, 1/2)×{0}, since our argument is local and can be
easily extended to all orientations of S(u). We fix δ > 0 consider the rectangle 1

ε ([−1/2, 1/2] ×
[0, δ])). We apply our percolation properties in a slightly different ‘dual’ way: we identify each
point/segment γ ∈ Z with the orthogonal segment with the same middle point. This identi-
fication defines a ‘dual’ lattice Z ′, in which we may find a path L′ε of weak connections (i.e.,
still ω(γ) = −1) joining the two opposite ‘vertical’ sides of 1

ε ((−1/2, 1/2) × (0, δ)) and with
|L′ε| ≤ (ϕp(e2) + δ).

The path L′ε divides 1
ε ([−1/2, 1/2] × [0, δ]) in two connected components that we denote by

R+
ε and R−ε (the latter the one containing 1

ε [−1/2, 1/2]× {0}). We then simply define:

uε(α) =
{

u(α1, 0) if α/ε ∈ R−ε
u(α) otherwise.
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Note that for ε small enough the set of γ ∈ εZ2 such that∣∣∣uε(α)− uε(β)
ε

∣∣∣2 >
1
ε

is contained in εL′ε ∪ ({−1/2} × (0, δ)) ∪ ({1/2} × (0, δ)), and hence we have

lim sup
ε

Eω
ε (uε) ≤

∫
Ω

|∇u|2 dx +H1(S(u))ϕp(e2) + 2δ.

Now we may further extract a diagonal subsequence in δ and obtain a sequence, still denoted by
(uε), such that uε → u and

lim sup
ε

Eω
ε (uε) ≤

∫
Ω

|∇u|2 dx +H1(S(u))ϕp(e2) =
∫

Ω

|∇u|2 dx +
∫

S(u)

ϕp(νu) dH1,

as desired.
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