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Counting points on elliptic curves over �nite �elds

par Ren�e SCHOOF

Abstract. {We describe three algorithms to count the number of points
on an elliptic curve over a �nite �eld. The �rst one is very practical when
the �nite �eld is not too large; it is based on Shanks's baby-step-giant-step
strategy. The second algorithm is very e�cient when the endomorphism
ring of the curve is known. It exploits the natural lattice structure of this
ring. The third algorithm is based on calculations with the torsion points
of the elliptic curve [18]. This deterministic polynomial time algorithm was
impractical in its original form. We discuss several practical improvements
by Atkin and Elkies.

1. Introduction.

Let p be a large prime and let E be an elliptic curve over Fp given by a
Weierstra� equation

Y 2 = X3 +AX +B

for some A, B 2 Fp. Since the curve is not singular we have that 4A3 +
27B2 6� 0 (mod p). We describe several methods to count the rational
points on E, i.e., methods to determine the number of points (x; y) on E
with x; y 2 Fp. Most of what we say applies to elliptic curves over any
�nite base �eld. An exception is the algorithm in section 8.

In this paper we merely report on work by others; these results have not
been and will not be published by the authors themselves. We discuss an
algorithm due to J.-F. Mestre, an exposition of Cornacchia's algorithm due
to H.W. Lenstra and recent work by A.O.L. Atkin and N.D. Elkies.

Let E(Fp) denote the set of rational points of E. It is easy to see that
the number of points in E(Fp) with given X-coordinate x 2 Fp is 0, 1 or 2.
More precisely, there are

1 +

�
x3 +Ax+B

p

�
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rational points on E with X-coordinate equal to x. Here
�
�
p

�
denotes the

quadratic residue symbol. Including the point at in�nity, the set of rational
points E(Fp) of E therefore has cardinality

1 +
X
x2Fp

�
1 +

�
x3 +Ax+B

p

��
= 1 + p+

X
x2Fp

�
x3 +Ax+B

p

�
:

This implies that evaluating the sum

X
x2Fp

�
x3 +Ax+B

p

�

is the same problem as computing #E(Fp).

For very small primes (p < 200 say) a straightforward evaluation of this
sum is an e�cient way to compute #E(Fp). In practice it is convenient to
make �rst a table of squares modulo p and then count how often x3+Ax+B
is a square for x = 0, 1, : : : , p � 1. The running time of this algorithm is
O(p1+") for every " > 0.

For larger p, there are better algorithms. In section 2 we discuss an al-
gorithm based on Shanks's baby-step-giant-step strategy. Its running time
is O(p1=4+") for every " > 0. This algorithm is practical for somewhat
larger primes; it becomes impractical when p has more than, say, 20 dec-
imal digits. In section 3 we explain a clever trick due to J.-F.Mestre [6,
Alg.7.4.12] which simpli�es certain group theoretical computations in the
baby-step-giant-step algorithm. This version has been implemented in the
PARI computer algebra package [4].

In section 4 we discuss an algorithm to count the number of points on
an elliptic curve E over Fp, when the endomorphism ring of E is known.
It is based on the usual reduction algorithm for lattices in R2. We dis-
cuss Cornacchia's related algorithm [7] and H.W. Lenstra's proof [15] of its
correctness.

In section 5 we discuss a deterministic polynomial time algorithm to
count the number of points on an elliptic curve over a �nite �eld [18]. It
is based on calculations with torsion points. The running time is O(log8p),
but the algorithm is not very e�cient in practice. In sections 6, 7 and 8 we
explain practical improvements by A.O.L. Atkin [1, 2] and N.D. Elkies [10].
These enabled Atkin in 1992 to compute the number of points on the curve

Y 2 = X3 + 105X + 78153
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modulo the the smallest 200 digit prime:

10000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000153:

The result is

10000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000

06789750288004224118080314365460277641928049641888

39991591392960032210630561760029050858613689631753:

The curve is \random" in the sense that it was inspired by the address
of the INRIA institute: Domaine de Voluceau { Rocquencourt, B.P. 105,
78153 Le Chesnay cedex. See the papers by Morain and Couveignes [8,17]
and by Lehmann et al. [13] for even larger examples.

There are several unsolved computational problems concerning elliptic
curves over �nite �elds. There is, for instance, no e�cient algorithm known
to �nd the Weierstra� equation of an elliptic curve over Fp with a given
number of rational points. The problem of e�ciently computing the struc-
ture of the group of points over a �nite �eld, or, more generally, the problem
of determining the endomorphism ring of a given elliptic curve, is also very
interesting.

Finally, Elkies's improvement, explained in sections 7 and 8, applies only
to half the primes l: those for which the Frobenius endomorphism acting on
the l-torsion points, has its eigenvalues in Fl. It would be very interesting
to extend his ideas to the remaining l.

Recently the methods of section 8 have been extended by J.-M. Cou-
veignes [9] to large �nite �elds of small characteristic, in particular to large
�nite �elds of characteristic 2. This problem �rst came up in cryptogra-
phy [16]. Couveignes exploits the formal group associated to the elliptic
curve.

I would like to thank J.-M. Couveignes, D. Kohel and H.W. Lenstra for
their comments on earlier versions of this paper.
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2. Baby steps and giant steps.

In this section we explain the baby-step-giant-step algorithm to compute
the number of points on an elliptic curve E over Fp given by Y 2 = X3 +
AX +B. The most important ingredient is the fact that the set of points
E(Fp) forms an additive group with the well-known chord and tangent
method:

P
Q

P+Q

Fig.1. The group law.

The point at in�nity (0 : 1 : 0) is the neutral element of this group. The
opposite of a point P = (x1; y1) is the point (x1;�y1). It is very easy
to derive explicit formulas for the addition of points: if P = (x1; y1) and
Q = (x2; y2) are two points with Q 6= �P , then their sum is (x3; y3) where

x3 = �x1 � x2 + �2;

y3 = �(x1 � x3)� y1:

Here � is the slope of the line through P and Q. We have � = (y2 �
y1)=(x2 � x1) if P 6= Q and � = (3x21 +A)=2y1 otherwise.

The following result, the analogue of the Riemann Hypothesis, gives an
estimate for the order of the group #E(Fp).
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Theorem 2.1. (H. Hasse, 1933) Let p be a prime and let E be an elliptic
curve over Fp. Then

jp+ 1�#E(Fp)j < 2
p
p:

Proof. See [21].

The groups E(Fp) \tend" to be cyclic. Not only can they be generated
by at most two points, but for any prime l, the proportion of curves E over
Fp with the l-part of E(Fp) not cyclic does, roughly speaking, not exceed
1=l(l2 � 1).

The idea of the algorithm is to pick a random point P 2 E(Fp) and
to compute an integer m in the interval (p + 1 � 2

p
p; p + 1 + 2

p
p) such

that mP = 0. If m is the only such number in the interval, it follows from
Theorem 2.1 that m = #E(Fp).

To pick the point P = (x; y) in E(Fp) one just selects random values of
x until x3 + Ax + B is a square in Fp. Then compute a square root y of
x3 + Ax + B. See [20] and [6, Alg.1.5.1] for e�cient practical methods to
compute square roots mod p.

The number m is computed by means of the so-called baby-step-giant-
step strategy due to D. Shanks [19]; see also [6, Alg.5.4.1]. His method
proceeds as follows. First make the baby steps: make a list of the �rst
s � 4

p
p multiples P; 2P; 3P; : : : ; sP of the point P . Note that, since the

inverse of a point is obtained by inverting the sign of its Y -coordinate, one
actually knows the coordinates of the 2s+ 1 points: 0;�P;�2P; : : : ;�sP .

Next compute Q = (2s+ 1)P and compute, using the binary expansion
of p+1, the point R = (p+1)P . Finally make the giant steps: by repeatedly
adding and subtracting the point Q compute R;R � Q;R � 2Q; : : : ; R �
tQ. Here t = [2

p
p=(2s + 1)], which is approximately equal to 4

p
p. By

Theorem 2.1, the point R + iQ is, for some integer i = 0;�1;�2; : : : ;�t
equal to one of the points in our list of baby steps: for this i one has that

R+ iQ = jP for some j 2 f0;�1;�2; : : : ;�sg:

Putting m = p + 1 + (2s + 1)i � j, we have mP = 0. This completes the
description of the algorithm.

It is important that one can e�ciently search among the points in the
list of baby steps; one should sort this list or use some kind of hash coding.
It is not di�cult to see that the running time of this algorithm is O(p1=4+")
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for every " > 0. The algorithm fails if there are two distinct integers m;m0

in the interval (p+1� 2
p
p; p+1+2

p
p) with mP = m0P = 0. This rarely

happens in practice. If it does, then (m�m0)P = 0 and one knows, in fact,
the order d of P . Usually it su�ces to repeat the algorithm with a second
random point. The fact that, this time, one knows that d divides #E(Fp)
usually speeds up the second computation considerably.

Very rarely the algorithm is doomed to fail because there is for every
point P more than one m in the interval (p + 1 � 2

p
p; p + 1 + 2

p
p) for

which mP = 0. This happens when the exponent of the group E(Fp) is
very small. Although writing a program that covers these rare exceptional
cases is somewhat painful, these are not very serious problems; one can
compute independent generators for the group, : : : etc. In the next section
we discuss Mestre's elegant trick to avoid these complications.

3. Mestre's algorithm.

We explain an idea of J.-F. Mestre to avoid the group theoretical com-
plications that were mentioned at the end of section 2. It employs the
quadratic twist of E. If the elliptic curve E is given by the Weierstra�-
equation Y 2 = X3 + AX + B, then the twisted curve E0 is given by
gY 2 = X3 + AX + B for some non-square g 2 F�p. The isomorphism
class of this curve does not depend on the choice of g. It is easy to see that

Y 2 = X3 +Ag2X +Bg3:

is a Weierstra�-equation of the curve E0. It follows from the formula given
in the introduction that #E0(Fp)+#E(Fp) = 2(p+1). Therefore, in order
to compute #E(Fp) one may as well compute #E0(Fp). It follows from
Theorems 3.1 and 3.2 below that if E(Fp) has a very small exponent, then
the group of points on its quadratic twist E0 does not. One can use this
observation as follows: if for a curve E, the baby-step-giant-step strategy
has failed for a number of points P because each time more than one value
of m was found for which mP = 0, then replace E by its quadratic twist E0

and try again. By the discussion at the end of section 3, it is very likely
that this time the algorithm will succeed.

Before formulating Theorems 3.1 and 3.2 we introduce a few more con-
cepts: the j-invariant of an elliptic curve E which is given by the equation
Y 2 = X3 +AX +B, is de�ned by

j(E) = 1728
4A3

4A3 + 27B2
:
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It is easy to see that E and its quadratic twist E0 have the same j-invariants.
For most j-invariants j 2 Fp there are, up to isomorphism, precisely two
elliptic curves E over Fp with j(E) = j: a curve E and its quadratic twist.
There are two well known exceptions: j = 0 when p � 1 (mod 3) and
j = 1728 when p � 1 (mod 4). In the �rst case there are six curves and in
the second case there are four.

The morphisms f : E �! E that preserve the point at in�nity form
the ring End(E) of Fp-endomorphisms of E. It is isomorphic to a complex
quadratic order. If � 2 Z<0 denotes the discriminant of the order we have

End(E) �= Z[�] = Z+ �Z

where � =
p
�
2

or � = 1+
p
�

2
depending on whether � is even or odd. An

elliptic curve and its quadratic twist have isomorphic endomorphism rings.
If p � 1 (mod 3), the six curves with j = 0 all have their endomorphism
ring isomorphic to Z[(1+

p�3)=2] and if p � 1 (mod 4), the four curves E
with j = 1728 all have End(E) isomorphic to the ring of Gaussian integers
Z[i].

The Frobenius endomorphism ' 2 End(E) is the endomorphism given
by

'(x; y) = (xp; yp):

It satis�es the quadratic relation

'2 � t'+ p = 0

in the endomorphism ring of E. Here t is an integer which is related to the
number of Fp-points on E by

#E(Fp) = p+ 1� t:

The group E(Fp) is precisely the kernel of the homomorphism '�1 acting
on the group of points over an algebraic closure of Fp. Therefore the
exponent of the group E(Fp) is (p+1� t)=n, where n is the largest integer
such E(Fp) admits a subgroup isomorphic to Z=nZ�Z=nZ. Equivalently,
n is the largest integer for which ' � 1 (mod n) in End(E).

Theorem 3.1. (J.-F. Mestre) Let p > 457 be a prime and let E be an
elliptic curve over Fp. Then either E or its quadratic twist E0 admits an
Fp-rational point of order at least 4

p
p.
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Proof. The endomorphism rings of E and E0 are both isomorphic to the
same quadratic order O of discriminant �. Let ' 2 O denote the Frobenius
endomorphism of E. Let n be the largest integer such that ' � 1 (mod n)
in End(E) and let N = (p + 1 � t)=n denote the exponent of E(Fp). We
have that

Z['] � Z[
'� 1

n
] � O

which implies that n divides the index [O : Z[']]. Since [O : Z[']]2 is equal
to the quotient of the discriminants of the orders O and Z['], we see that
n2 divides (t2 � 4p)=�.

Similarly, let m be the largest integer such that �' � 1 (mod m) in
End(E) and let M = (p+ 1 + t)=m denote the exponent of E0(Fp). Then

Z['] � Z[
'+ 1

m
] � O:

Therefore m2 also divides (t2�4p)=�. Since n divides '�1 and m divides
' + 1, we see that gcd(n;m) divides gcd(' � 1; ' + 1) which divides 2.
Therefore

n2m2 divides 4
t2 � 4p

�

Since j�j � 3 this implies that (nm)2 � 4 4p�t
2

3 . If both exponents N and
M are less than 4

p
p, we have that

�
(p+ 1)2 � t2

�2
= (nNmM)2 < (4

p
p)44

4p� t2

3

and therefore

p4 + 4p3 < (p+ 1)4 <
46

3
p3 � t4 �

�
45

3
p2 � 2(p+ 1)2

�
t2 � 46

3
p3;

which implies that p < 1362.

A straightforward case-by-case calculation shows that the theorem also
holds for the primes p with 457 < p < 1362. This completes the proof.

For p = 457 the theorem is not valid: consider the curve given by

Y 2 = X3 � 1:

Its j-invariant is 0 and the ring of endomorphisms is Z[�], where � = (1 +p�3)=2 is the endomorphism given by (x; y) 7! (133x;�y). The Frobenius
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endomorphism is given by ' = �17 + 24� which has trace �10. The group
of points over F457 has cardinality 468 and since ' = 1 � 6(3 � 4�), it is
isomorphic to Z=78Z � Z=6Z. The quadratic twist Y 2 = X3 � 125 has
Frobenius 17 � 24� = 1 + 8(2 � 3�). The group of rational points has
cardinality 468 and is isomorphic to Z=56Z � Z=8Z. Both groups have an

exponent not exceeding 4
p
457 � 85:51023.

Note that the result mentioned in [6, Prop.7.4.11] is not correct.

To make sure that the baby-step-giant-step algorithm as explained above,
works for an elliptic curve over E, one does not really need to �nd a rational
point on E of order at least 4

p
p. What one needs is a point P as described

in the following theorem.

Theorem 3.2. Let p > 229 be a prime and let E be an elliptic curve over
Fp. Then either E or its quadratic twist E0 admits an Fp-rational point P
with the property that the only integer m 2 (p+1� 2

p
p; p+1+ 2

p
p) for

which mP = 0 is the order of the group of points.

Proof. By the proof of Mestre's result, the theorem is true for p > 457. A
case-by-case calculation shows that it is actually true for p > 229.

For p = 229 the theorem is not valid: consider the curve given by

Y 2 = X3 � 1:

Its ring of endomorphisms is again Z[�]. The Frobenius endomorphism is
given by ' = �17 + 12� which has trace �22. Since ' = 1 + 6(�3 + 2�)
the group of points over F229 has cardinality 252 and is isomorphic to
Z=42Z�Z=6Z. The quadratic twist Y 2 = X3�8 has Frobenius 17+12� =
1 � 4(4 � 3�). The group of rational points has cardinality 208 and is
isomorphic to Z=52Z�Z=4Z. Every rational point on the curve Y 2 = X3�1
is killed by the order of the group 252, but also by 252 � 42 = 210. Every
rational point on the twisted curve Y 2 = X3 � 8 is killed by both 208 and
by 260 = 208 + 52.

The interval (p + 1 � 2
p
p; p+ 1 + 2

p
p) contains the integers 200, 201,

: : : , 259, 260.

Many of the curves E for which Theorem 3.2. fails, have their j-
invariants equal to 0 or 1728 and therefore their endomorphism rings are
isomorphic to Z[(1 +

p�3)=2] or Z[i] respectively. However, if one knows
the endomorphism ring of E, it is extremely easy to compute #E(Fp), even
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when p is very large. This is a consequence of Theorem 4.1 of the next sec-
tion. When one excludes the curves with j-invariant 0, then Theorem 3.1
is correct for p > 193 and Theorem 3.2 is correct for p > 53.

4. Cornacchia's algorithm.

In this section we explain how to count the number of points on an elliptic
curve E, when the endomorphism ring of E is known. In this case there is an
extremely e�cient practical algorithm. It forms the basis of the primality
test of Atkin and Morain [3].

As usual, p is a large prime and E is an elliptic curve over Fp given by
a Weierstra�-equation Y 2 = X3+AX +B. Let � denote the discriminant
of the endomorphism ring End(E) of E. Recall that End(E) is isomorphic
to a subring of C:

End(E) �= fu+ v
p
�

2
: u; v 2 Z and u � v (mod 2)g;

�= fu+ v� : u; v 2 Zg = Z+ �Z:

where � =
p
�
2 or 1+

p
�

2 depending on whether � is even or odd.

The Frobenius endomorphism ' 2 End(E) satis�es '2�t'+p = 0 where
t is an integer satisfying t2 < 4p. It is related to #E(Fp) by the formula
#E(Fp) = p + 1 � t. If p divides �, then t = 0 and #E(Fp) = p + 1.
Therefore we assume from now on that p does not divide �. In order to
compute #E(Fp), it su�ces to compute ' 2 End(E) �= Z[�] � C. First we
observe that p = ''. This shows that the prime p splits in End(E) into a
product of the two principal prime ideals (') and (') of index p.

The idea of the algorithm is to compute a generator of a prime divisor p
of p in Z[�]. If � 6= �3 or �4, a generator is unique up to sign and
hence we obtain ' (or its conjugate) and therefore t up to sign. This
leaves only two possibilities for #E(Fp). It is not di�cult to decide which
of the two possible values is the correct one. One either picks a random
point Q 2 E(Fp) and checks whether (p+1� t)Q = 0 or one considers the
action of ' on the 3-torsion points. When � = �3 or �4, there are 6 and
4 possibilities respectively for the value of t. These cases can be handled
in a similar, e�cient way [14, p.112].

To compute a generator of the prime ideal p � Z[�] we �rst compute a
square root b of � modulo p. Replacing b by p � b if necessary, we may
assume that jbj < p and b � � (mod 2). Then p = ((b +

p
�)=2; p) is a
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prime ideal of index p. It divides p. Since p is principal, the fractional ideal

Z+
b+

p
�

2p
Z

is equal to an ideal of the form (Z + �Z)� for some � 2 Z[�]. In other
words, there is a matrix

�
p q
r s

� 2 SL2(Z) such that

Inspection of the imaginary parts, shows that (r+s�)(r+s�) = p. Therefore
r + s� is a generator of either the ideal p or its conjugate.

To �nd the matrix
�
p q
r s

�
, we consider the usual action of the group SL2(Z)

on the upper half plane fz 2 C : Im z > 0g. Both (b +
p
�)=2 and � are

in the same SL2(Z)-orbit and � is contained in the standard fundamental
domain.

By successive applications of the matrices
�
0 1
�1 0
�
and

�
1 k
0 1

� 2 SL2(Z) one

transforms z = b+
p
�

2p to �. The matrix
�
p q
r s

�
is then the product of all the

matrices involved.

This algorithm is well known. It is a reformulation of the usual algo-
rithm for reducing positive de�nite quadratic forms. It is very e�cient [6,
Alg.5.4.2]. We do not give all the details because the following theorem [7]
gives an even simpler solution our problem.

Theorem 4.1. (G. Cornacchia, 1908) Let O be a complex quadratic order
of discriminant � and let p be an odd prime number for which � is a
non-zero square modulo p. Let x be an integer with x2 � � (mod p),
x � � (mod 2) and 0 < x < 2p. De�ne the �nite sequence of non-negative
integers x0; x1; : : : ; xt = 0 as follows

x0 = 2p;

x1 = x;

xi+1 = the remainder of xi�1 after division by xi.

Let i be the smallest index for which xi < 2
p
p. If � divides x2i � 4p and

the quotient is a square v2, then

xi + v
p
�

2

is a generator of a prime ideal p of O dividing p. If not, then the prime
ideals p of O that divide p are not principal.
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Proof. (H.W. Lenstra [15]) The ideal p = ((x�p�)=2; p) of O is a prime
divisor of p. We view p as a lattice L in C. We de�ne a �nite sequence of
elements z0; z1; : : : ; zt 2 L by z0 = p, z1 = (x�p�)=2 and

zi+1 = zi � qzi+1 for i � 1

where q 2 Z>0 is the integral part of Re zi=Re zi�1. Since the sequence
Re zi is strictly decreasing, the last zt has real part equal to 0. The traces
zi+ zi are precisely the xi in Cornacchia's algorithm. The imaginary parts
of the zi form an alternating sequence and (�1)iImzi is increasing. Any
two consecutive zi form a basis for L over Z.

z
3

z 5

z 4

z 2

z 1

z 6

z
0

Fig.2. The lattice L.

A minimal element of the lattice L is a non-zero vector z 2 L with the
property that the rectangular box with center 0 and corner z, contains no
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lattice points except on its corners. In other words, every w 2 L with

jRewj � jRe zj and jImwj � jIm zj
satis�es jRewj = jRe zj and jImwj = jIm zj. It is easy to see that all
the vectors zi are minimal. There is only one small exception to this:
when the real part of z1 exceeds Re z0=2 = p=2, then Im z2 = �Im z1, but
jRe z1j 6= jRe z2j, so z1 is not minimal in this case.

z i

z i+1

z i-1

z i+2

Fig.3. w = zi+1 + �zi.

Apart from this exception, the vectors �zi are precisely all minimal
vectors of L. We briey explain this general fact: let w 2 L be a minimal
vector with Rew � 0. Then, putting zt+1 = �zt, one can either \see" w
from the origin between zi�1 and zi+1 for some i = 1; 2; : : : ; t or one can
\see" w between z0 and z1. In the latter case Imw = Im z1 or Imw =
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Im z0 = 0 which, by the minimality of w, implies that w = z0 or w = z1.
In the other cases let q denote the integral part of Re zi=Re zi�1. Then
zi+1 = zi�1 � qzi and

w = �zi+1 + �zi; for some �; � 2 Z with � � 0 and 0 � � � q�.

If � � 2 then either zi+1 or zi�1 would be contained in the interior of the
rectangular box with center 0 and corner w. Since w is minimal, this is
impossible and we have that

w = zi or w = zi+1 + �zi for some � satisfying 0 � � � q�.

The point zi is contained in the box with center 0 and corner zi+1 + �zi
whenever 0 < � < q. It is usually contained in the interior, in which case
we conclude, by minimality of w, that � = 0 or � = q. The exceptional case
occurs when zi+1+�zi = zi. In this case � = 1, t = 2 and w = (z0+ z2)=2.
Since p does not divide x, this case does not occur for our lattice L.

If p is principal, every generator is evidently minimal. Therefore one of
the zi is a generator of p. Consider the one with maximal real part. Since
jzij = p

p, its trace xi = zi + zi is less than 2
p
p. We must show that

Re zi�1 >
p
p. Since zi�1 is in p = (zi) and since the real part of zi is

maximal, zi�1 is not a generator of p and we have that jzi�1j2 � 2jzij2.
Therefore

(Re zi�1)2 = jzi�1j2 � (Im zi�1)2 � 2jzij2 � (Im zi)
2 � jzij2 = p

which shows that Re zi�1 >
p
p.

This completes the proof.

When � is even, both initial values x0 and x1 are even. Therefore all xi
are even and one can simplify Cornacchia's algorithm a little bit by dividing
everything by 2: let x0 = p and x21 � �=4 (mod p) and stop the Euclidean
algorithm when xi <

p
p. See [6, Alg.1.5.2].

The running time of both these algorithms to compute E(Fp) when the
endomorphism ring is given, is dominated by the calculation of the square
root of � modulo p. Using the method explained in [20] or [6, Alg.1.5.1]
and assuming the generalized Riemann Hypothesis, the running time is
O(log4p).
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5. A polynomial time algorithm.

In this section we briey explain a deterministic polynomial time algo-
rithm [18] to count the number of points on an elliptic curve E over Fp.
We suppose that E is given by a Weierstra� equation Y 2 = X3 +AX +B.

It is easy to compute #E(Fp) modulo 2: the cardinality of the group
E(Fp) is even if and only if it contains a point of order 2. Since the points
of order 2 have the form (x; 0), this means precisely that the polynomial
X3 +AX +B has a zero in Fp. This, in turn, is equivalent to

gcd(Xp �X;X3 +AX +B) 6= 1 in the ring Fp[X].

This can be tested e�ciently; the bulk of the computation is the calcu-
lation of Xp in the ring Fp[X]=(X3 + AX + B), which can be done by
repeated squarings and multiplications, using the binary presentation of
the exponent p. The amount of work involved is O(log3p).

Now we generalize this calculation to other primes l. We compute
#E(Fp) modulo the �rst few small primes l = 3; 5; 7; : : : . Since, by Hasse's
Theorem

p+ 1� 2
p
p < #E(Fp) < p+ 1 + 2

p
p

it su�ces that Y
l

l > 4
p
p

in order to determine the cardinality uniquely by means of the Chinese
Remainder Theorem. A weak form of the prime number theorem shows
that this can be achieved with at most O(log p) primes l, each of size at
most O(log p). Since p is large, the primes l are very small with respect
to p. In particular, l 6= p.

As in the case where l = 2, we use the subgroup E[l] of l-torsion points
of E(Fp):

E[l] = fP 2 E(Fp) : l � P = 0g:

The group E[l] is isomorphic to Z=lZ�Z=lZ. There exist polynomials, the
socalled division polynomials

	l(X) 2 Fp[X];
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that vanish precisely in the l-torsion points. For example

	3(X) =3X4 + 6AX2 + 12BX �A2;

	5(X) =5X12 + 62AX10 + 380BX9 � 105A2X8 + 240BAX7

+ (�300A3 � 240B2)X6 � 696BA2X5 + (�125A4

� 1920B2A)X4 + (�80BA3 � 1600B3)X3 + (�50A5

� 240B2A2)X2 + (�100BA4 � 640B3A)X

+ (A6 � 32B2A3 � 256B4):

The division polynomials can be calculated recursively by means of the
addition formulas [5, 18]. Their degree is (l2 � 1)=2. The amount of work
involved in calculating them is dominated by the rest of the computation,
so we don't bother estimating it.

The Frobenius endomorphism ' : E �! E satis�es the quadratic rela-
tion

'2 � t'+ p = 0;

where t is an integer satisfying #E(Fp) = p + 1 � t. In the algorithm we
check which of the relations

'2 � t0'+ p = 0 t0 = 0; 1; 2; : : : ; l � 1

holds on the group E[l] of l-torsion points. It is easily seen that the relation
can only hold for t0 � t (mod l) and in this way we obtain the value of t
modulo l.

The point is that the relations can be expressed by means of polynomials
and that they can be checked e�ciently: we have that

'2(x; y) + p(x; y) = t0'(x; y) for all (x; y) 2 E[l]

if and only if

(Xp2 ; Y p2) + p0(X;Y ) � t0(Xp; Y p)

modulo the polynomials 	l(X) and Y 2 �X3 � AX � B. Here p0 denotes
the integer congruent to p (mod l) that satis�es 0 � p0 < l. Note that the
\+" that occurs in the formula is the addition on the elliptic curve and
that the multiplications are repeated additions.

The bulk of the computation is, �rst, the computation of the powers Xp,

Xp2 , etc. in the ring

Fp[X;Y ]=(	l(X); Y 2 �X3 �AX �B)
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and then, l times, the addition of the point (Xp; Y p), which boils down to a
few additions and multiplications in the same ring. Since the elements of the
ring have size l2log p, the amount of work involved is O(log p(l2log p)2) and
O(l(l2log p)2) respectively. Here we assume that the usual multiplication
algorithms are being used, so that multiplying two elements of length n
takes time proportional to n2.

Keeping in mind that l = O(log p) and that we have to do this calculation
for each l, we conclude that the amount of work involved in the entire
calculation is

O(log8 p):

So, this is a deterministic polynomial time algorithm, i.e. it is asymptoti-
cally very fast. In practice it behaves, unfortunately, rather poorly because
of the huge degrees of the division polynomials involved. For instance, the
computations for the example with p � 10200 mentioned in the introduc-
tion would involve primes l > 250. For such l, representing one element
in the ring Fp[X;Y ]=(	l(X); Y 2 �X3 � AX � B) requires more than 1:5
megabytes of memory.

In the following sections we explain practical improvements of this algo-
rithm due to Atkin and Elkies.

6. The action of Frobenius on the l-torsion points.

As in the previous sections, let p be a large prime and let E be an elliptic
curve over Fp given by a Weierstra�-equation. In this section l is a prime
di�erent from p and we study the action of the Frobenius endomorphism
on the group E[l] of l-torsion points on an elliptic curve. As an application
we describe Atkin's algorithm [1,2] to compute the order of the image of
the Frobenius endomorphism in the group PGL2(Fl). We explain how this
can be used to count the number of points on an elliptic curve over Fp.

For every prime l we introduce the so-called modular equation. This
a symmetric polynomial �l(S; T ) 2 Z[S; T ], which is equal to to Sl+1 �
SlT l + T l+1 plus terms of the form SiT j with i; j � l and i + j < 2l.
By the famous Kronecker congruence relation, one has that �l(S; T ) �
(Sl � T )(T � Sl) (mod l). The polynomial has the property that for any
�eld F of char(F ) 6= l and for every j-invariant j 2 F , the l + 1 zeroes
~� 2 F of the polynomial �l(j; T ) = 0 are precisely the j-invariants of the
isogenous curves E=C. Here E is an elliptic curve with j-invariant j and C
runs through the l+1 cyclic subgroups of E[l]. See [21] for the construction
of the curves E=C.
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The polynomial �l(S; T ) describes a singular model for the modular
curve X0(l) inP

1�P1 over Z. As an example we give the modular equation
for l = 3:

�3(T; S) =S
4 � S3T 3 + T 4 + 2232(S3T 2 + T 3S2)� 1069956(S3T + T 3S)

+ 36864000(S3 + T 3) + 2587918086S2T 2

+ 8900222976000(S2T + T 2S)

+ 452984832000000(S2 + T 2)� 770845966336000000ST

+ 1855425871872000000000(S + T ):

An elliptic curve E over a �nite �eld of characteristic p is called super-

singular if it possesses no points of order p, not even over an algebraic
closure Fp. Equivalently, some power of the Frobenius endomorphism of E
is an integer. Since the property of being supersingular only depends on the
curve E over Fp, it only depends on the j-invariant of E. Therefore we can
speak of supersingular j-invariants. Supersingular curves are rare. Their
j-invariants are always contained in Fp2 and the number of supersingular
j-invariants in Fp is approximately O(

p
p). See [21].

For an elliptic curve E, an isogeny E �! E=C is usually de�ned over
the �eld that contains the j-invariants of E and E=C, but this need not
be true if the j-invariant of E is supersingular or equal to 0 or 1728. The
following proposition is su�cient for our purposes.

Proposition 6.1. Let E be an elliptic curve over Fp. Suppose that its
j-invariant j is not supersingular and that j 6= 0 or 1728. Then

(i) the polynomial �l(j; T ) has a zero ~� 2 Fpr if and only if the kernel C of
the corresponding isogeny

E �! E=C

is a 1-dimensional eigenspace of 'r in E[l]. Here ' denotes the Frobenius
endomorphism of E.

(ii) The polynomial �l(j; T ) splits completely in Fpr [T ] if and only if 'r acts
as a scalar matrix on E[l].

Proof. (i) If C is an eigenspace of 'r, it is stable under the action of the
Galois group generated by 'r. Therefore the isogeny E �! E=C is de�ned
over Fpr and the j-invariant ~� of E=C is contained in Fpr .

Conversely, if �l(j;~�) = 0, then there is a cyclic subgroup C of E[l] such
that the j-invariant of E=C is equal to ~� 2 Fpr . Let E

0 be an elliptic curve
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over Fpr with j-invariant equal to ~�. Let E=C �! E0 be an Fp-isomorphism
and let f : E �! E=C �! E0 be the composite isogeny. It has kernel C.

The group HomFpr
(E;E0) of isogenies E �! E0 that are de�ned over

Fpr is a subgroup of the group of all isogenies Hom
Fp
(E;E0). Since

E is not supersingular, Hom
Fp
(E;E0) is free of rank 2. The subgroup

HomFpr
(E;E0) is either trivial or equal to Hom

Fp
(E;E0). Therefore f is

de�ned over Fpr as soon as there exists an isogeny E �! E0 which is de-
�ned over Fpr . This means that C is an eigenspace of 'r, as soon as curves
E and E0 are Fpr -isogenous or, equivalently, when their Frobenius endo-
morphisms over Fpr satisfy the same characteristic equation [21, Chpt.III,
Thm. 7.7].

We will show that E0 can be chosen to be Fpr -isogenous to E. Since E

and E0 are isogenous over Fp, the quotient �elds of their endomorphism
rings are isomorphic to the same complex quadratic �eld K. Let  and  0

denote the Frobenius endomorphisms over Fpr of E and E0 respectively.
We have that  = 'r. In K we have, up to complex conjugation, the
relation

 s =  0s for some positive integer s.

If  =  0, the curves E and E0 are Fpr -isogenous. If  = � 0, then we
replace E0 by its quadratic twist, which has Frobenius endomorphism � 0.
Again the curves E and E0 are Fpr -isogenous.

From now on we suppose that  6= � 0. Then  = 0 2 K is a root of
unity of order at least 3 and either K = Q(i) and  0 = �i or K = Q(�)
and  0 = �� or ���1 . Here � denotes a primitive cube root of unity.
The endomorphism rings of E and E0 are orders of conductor f and f 0

respectively in K. We have the following:

{ f and f 0 are coprime. We only give the easy proof for K = Q(i); the
other case is similar. Let  = a+ bi for some a; b 2 Z, then  0 = �b�ai
and f divides b while f 0 divides a. Since a and b are coprime integers,
so are f and f 0.

{ The quotient f=f 0 is equal to l, 1 or 1=l. To see this, let RC � End(E)
be the subring de�ned by

RC = ff 2 End(E) : f(C) � Cg:

The index of this ring in End(E) divides l and the natural map RC �!
End(E0) given by g 7! g is a well de�ned injective ring homomorphism.
Therefore f 0 divides the conductor of RC which in turn divides lf . Using
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the dual isogeny of f , we �nd in a similar way that f divides lf 0. If f
would not divide f 0 and f 0 would not divide f , then ordl(f) = ordl(f

0)+1
and ordl(f

0) = ordl(f)+1 which is absurd. Therefore either f divides f 0

or f 0 divides f and we conclude that either f 0=f divides l or f=f 0 di-
vides l.

It follows easily that either f or f 0 is equal to 1. Since j 6= 0 or 1728,
the conductor f cannot be 1. Therefore f 0 = 1 and the j-invariant ~� of
E0 is 1728 or 0 respectively. In the �rst case K = Q(i) and, since E is
not supersingular, p � 1 (mod 4) and there are, up to isomorphisms, four
curves over Fp with j = 1728. Their Frobenius endomorphisms are given
by � , �i . Therefore one of these curves is Fpr -isogenous to E and we

replace E0 by this Fp-isomorphic curve. In the second case ~� = 0 and
p � 1 (mod 3); there are six curves Fp with j-invariant equal to 0, one of
which is isogenous to E. We replace E0 by this curve. In both cases we
conclude that the isogeny f and its kernel C are de�ned over Fpr . This
proves (i).

(ii) If all zeroes ~� of �l(j; T ) are contained in Fpr , then by (i), all 1-
dimensional subspaces of E[l] are eigenspaces of 'r. This implies that
'r is a scalar matrix.

This proves the proposition.

The conditions of the proposition are necessary. For instance, let E be
the elliptic curve over F7 given by the equation Y 2 = X3 � 1. It has j-
invariant 0. Let l = 3. The 3-division polynomial is equal to 	3(X) =
X(X3 � 4) and the modular equation with S = j = 0 becomes �3(j; T ) =
T (T � 3)3 (mod 7). The zero X = 0 of 	3(X) gives rise to the subgroup
C = f1; (0;�i)g where i 2 F49 satis�es i2 = �1. The group C is the
kernel of the endomorphism 1 � � where � is given by �(x; y) = (2x; y).
Therefore E=C �= E and E=C has j-invariant equal to ~� = 0. This explains
the zero ~� = 0 of �3(j; T ). The other (triple) zero ~� = 3 is the j-invariant of
E=C where C is any of the other three subgroups of order 3. The six non-

trivial points in these groups are given by (�2i; 3
p
4). Since the Frobenius

endomorphism ' acts transitively on these six points, we conclude that
the only eigenspace of ' is the kernel of 1 � �. There are no eigenspaces
corresponding to the the zero ~� = 3 of �3(j; T ).

For supersingular curves E Prop.6.1 is, in general, also false. For in-
stance, let p = 13 and consider the curve E given by Y 2 = X3 � 3X � 6
over F13. The j-invariant of E is equal to 5 and E has 14 points over
F13. Therefore the trace of the Frobenius endomorphism ' is zero and '
satis�es '2 + 13 = 0. This means that '2 2 Z and hence that E is su-
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persingular. All supersingular curves over F13 have j-invariant equal to 5.
Therefore, for every prime l, the modular equation �l(j; T ) is congruent
to (T � 5)l+1 (mod 13). All its zeroes are in F13, but when l is a prime
modulo which �13 is not a square, the characteristic equation '2 +13 = 0
of the Frobenius endomorphism ' is irreducible modulo l. Therefore ' has
no 1-dimensional eigenspaces in E[l].

In general, if j is a supersingular j-invariant, all irreducible factors of
the polynomial �l(j; T ) 2 Fp[T ] have degree 1 or 2. The following two
propositions are in [2].

Proposition 6.2. Let E be a non-supersingular elliptic curve over Fp with
j-invariant j 6= 0 or 1728. Let �l(j; T ) = f1f2 � � � fs be the factorization of
�l(j; T ) 2 Fp[T ] as a product of irreducible polynomials. Then there are
the following possibilities for the degrees of f1; f2; : : : ; fs:

(i)
1 and l;

in other words, �l(j; T ) factors as a product of a linear factor and an
irreducible factor of degree l. In this case l divides the discriminant
t2 � 4p. We put r = l in this case.

(ii)
1; 1; r; r; : : : ; r;

in this case t2 � 4p is a square modulo l, the degree r divides l � 1 and
' acts on E[l] as a matrix

�
� 0
0�

�
with �; � 2 F�l .

(iii)
r; r; r; : : : ; r for some r > 1;

in this case t2 � 4p is not a square modulo l, the degree r divides l + 1
and ' acts on E[l] as a 2�2-matrix that has a characteristic polynomial
which is irreducible modulo l.

In all cases, r is the order of ' in the group PGL2(Fl) and the trace t of '
satis�es

t2 = (� + ��1)2p (mod l) for some primitive r-th root of unity � 2 Fl.

Proof. This follows from the previous proposition. The Frobenius endo-
morphism ' acts on E[l] via a 2 � 2-matrix with characteristic equation
'2� t'+ p = 0. If the matrix has a double eigenvalue and is not diagonal-
izable, then there is only one 1-dimensional eigenspace of ' and the matrix
'l is scalar. This is case (i).
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If the matrix has two eigenvalues in Fl and is diagonalizable, then the
discriminant t2 � 4p is a square modulo l and E[l] is the direct product
of two 1-dimensional '-eigenspaces. This accounts for the two factors of
degree 1 of �l(j; T ). The remaining factors have degree r, where r is the
smallest positive integer such that 'r is a scalar matrix. This is case (ii).

If the matrix has two conjugate eigenvalues �; � 2 Fl2 � Fl, then there
are no 1-dimensional eigenspaces and all irreducible factors of �l(j; T ) have
degree r where r is the smallest exponent such that �r 2 F�l . It is easy
to see that this is also the smallest exponent such that 'r is scalar. This
covers case (iii)

To prove the last statement, we note that the matrix 'r acts on E[l] as
a scalar matrix. This implies that the eigenvalues � and � of ' satisfy �r =
�r. Since �� = p, we have �2r = pr and hence �2 = �p for some primitive
r-th root of unity �. This implies that t2 = (�+p=�)2 = (�+��1)2p (mod l)
as required. Here one should take � = 1 in case (i) where r = l.

The following proposition puts a further restriction on the possible value
of r.

Proposition 6.3. Suppose E is a non-supersingular curve over Fp with
j-invariant j 6= 0 or 1728. Let l be an odd prime and let s denote the
number of irreducible factors in the factorization of �l(j; T ) 2 Fp[T ]. Then

(�1)s =
�p
l

�

Proof. If l divides t2 � 4p and ' has order l we are in case (i) of Prop.6.2
and the result is true. Suppose therefore that t2 � 4p 6� 0 (mod l), i.e.,
that we are in case (ii) or (iii) and let T � PGL2(Fl) be a maximal torus
containing '. In other words, we take T = f�� 0

0 �

�
: �; � 2 F�l g split in

case (ii) and we take T non-split, i.e., isomorphic to F�l2 in case (iii). Let

T denote the image of T in PGL2(Fl). The group T is cyclic of order l� 1
in case (ii) and of order l + 1 in case(iii). The determinant induces an

isomorphism det : T=T
2 �! F�l =(F

�
l )
2. Since the characteristic equation

of ' is '2 � t'+ p = 0, the action of ' is via det(') = p and we obtain an
isomorphism

det : T=hT 2
; 'i �! F�l =h(F�l )2; pi:

This shows that the index [T : '] is odd if and only if p is not a square
mod l. Since the number s of irreducible factors of �l(j; T ) over Fp is equal

to s = (l � 1)=r = [T : h'i], the proposition follows.
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Propositions 6.2 and 6.3 can be employed to obtain information about
the trace t. The restriction to elliptic curves that are not supersingular and
have j 6= 0 or 1728 is not very serious. For curves with j-invariant equal to
0 or 1728, the algorithm of section 4 is much more e�cient, while supersin-
gular curves always have t = 0 and hence p+1 points over Fp. The chance
that a \random" elliptic curve like in the introduction, is supersingular, is
very small; the probability is bounded by O(p�1=2). In practice this case
is recognized easily because for each prime l, the polynomial �l(j; T ) has
only irreducible factors of degree 1 and 2.

Rather than doing the computations modulo the division polynomial
	l(X) of degree (l2�1)=2 that were introduced in section 5, Atkin does com-
putations modulo the polynomial �l(j; T ) of degree l+1. This is much more
e�cient, but one obtains less information: instead of computing t (mod l),
Atkin only obtains certain restrictions on the value of t (mod l).

Atkin's algorithm. Let E be an elliptic curve over Fp given by a
Weierstra�-equation. Let j 2 Fp denote its j-invariant. Let l be a prime
number.

Atkin �rst determines how many zeroes the polynomial �l(j; T ) has in
Fp. This is done by computing

gcd(T p � T;�l(j; T )):

Then one can see which case of Prop.6.2 applies to the prime l. The bulk
of the calculation is the computation of T p in the ring Fp[T ]=(�l(j; T ));
since the degree of �l(j; T ) is l + 1, the amount of work is proportional to
O(l2log3p).

To compute the exact order r of the Frobenius endomorphism in PGL2(Fl),
Atkin computes in addition

gcd(T pi � T;�l(j; T ))

for i = 2; 3; : : : . For i = r one �nds that the gcd is equal to �l(j; T ) and
this is the smallest index i with this property. One knows by Prop.6.2 that
r divides l � 1 and by Prop.6.3 one knows the parity of (l � 1)=r. This
information can be used to speed up the computations.

By the last statement of Prop.6.2, the knowledge of r severely restricts
the possibilities for t (mod l). For instance, when r = 1; 2; 3; 4 one has
that t2 � 4p, 4p, p and 0 (mod l) respectively. For r > 2 the number
of possibilities for t are at least cut in half: there are, a priori, (l + 1)=2
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possibilities for t2 (mod l). Since l � 1 is even and r divides l � 1, there
are at most '(l � 1) � (l + 1)=2 primitive r-th roots of unity modulo l.
By symmetry there are therefore at most (l + 1)=4 possibilities for t2 and
hence at most (l + 1)=2 for t (mod l).

To �nd the correct value of t, Atkin [2] performs these calculations for
several small primes l and then searches by means of a sophisticated baby-
step-giant-step algorithm among the possible residue classes modulo the
product of the primes l. We do not give the details of his method here.

In practice Atkin does not use j-invariants and the modular equa-
tion �l(X;Y ) = 0, but related modular functions that satisfy an equa-
tion with fewer and smaller coe�cients [1, 2, 17]. The resulting algorithm
is practical for moderately large values of p. The computations with the
modular polynomials can be done in polynomial time, but the �nal baby-
step-giant-step search is not a polynomial time algorithm.

7. An equation for the isogenous curve.

In this section and the next we explain Elkies's algorithm to compute the
trace t of the Frobenius endomorphism ' modulo small primes l of an
elliptic curve E over Fp, which is given by a Weierstra�-equation Y 2 =
X3 + AX + B. The main idea is to do this with computations similar
to those in section 5, but employing a divisor F (X) of small degree of
the l-division polynomial 	l(X) rather than the division polynomial itself.
See [2, 5, 10].

Elkies's algorithm. If the Frobenius endomorphism ' acts on the l-
torsion points E[l] as a 2�2-matrix with eigenvalues in Fl, then there is an
eigenspace C of order l, which is respected by the action of the Galois group.
Using Proposition 6.2 of the previous section, this can be tested e�ciently.
Corresponding to the eigenspace C, there is a divisor F (X) 2 Fp[X] of
degree (l � 1)=2 of the division polynomial 	l(X), whose zeroes are the
(l � 1)=2 distinct X-coordinates of the points in C. Elkies computes the
eigenvalue � corresponding to the eigenspace C. Since the product of the
eigenvalues is equal to p, this implies that

t � �+ p=� (mod l):

To compute �, Elkies checks which of the relations

'(X;Y ) = (Xp; Y p) = �0 � (X;Y ) �0 = 1; : : : ; l � 1
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hold on C, i.e., modulo F (X). One has that � � �0 (mod l). The bulk of
the calculation is the computation of Xp and Y p in the ring

Fp[X;Y ]=(F (X); Y 2 �X3 �AX �B):

Since F (X) has degree (l�1)=2 rather than (l2�1)=2, these computations
take only O(l2log3p + l3log2p) = O(log5p) operations. This is a crucial

improvement over the running time O(log7p) of the corresponding part of
the algorithm in section 5.

Elkies's idea only works for the primes l, for which ' has its eigenvalues
in Fl. That is, for about half the primes l: those that split in the �eld

Q(
p
t2 � 4p). In order to apply it, one needs to compute the coe�cients

of the polynomial F (X) 2 Fp[X]. Fortunately this can be done in a very
e�cient way.

The algorithm proceeds in two steps. In this section we explain how
to compute an equation for the isogenous curve E=C. This involves once
more the modular equation �l(X;Y ) = 0. In the process we also compute
the �rst coe�cient of F (X): the sum of its roots. In section 8, we use the
results of section 7 to compute all the coe�cients of the polynomial F (X).
In both sections we follow Atkin's approach [2]. We assume throughout
that E is not supersingular and that the j-invariant of E is not 0 or 1728.
This is not a serious restriction: when j = 0 or 1728, the algorithms of
section 4 are much more e�cient and when E is supersingular it has p+ 1
rational points.

We introduce the following power series in Z[[q]]:

De�nition.

E2(q) = 1� 24

1X
n=1

nqn

1� qn
;

E4(q) = 1 + 240

1X
n=1

n3qn

1� qn
;

E6(q) = 1� 504
1X
n=1

n5qn

1� qn

and

�(q) = q
1Y
n=1

(1� qn)24:
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There is the following well known relation due to Jacobi:

�(q) =
E4(q)

3 �E6(q)
2

1728
:

Finally we introduce the j-function:

j(q) =
E4(q)

3

�(q)
=

1

q
+ 744 + 196884q + 21493760q2 + : : :

Clearly we have that E3
4 = j� and E2

6 = (j � 1728)�. For any Laurent
series f(q) =

P
n anq

n we let f 0(q) denote the Laurent series qdf=dq =P
n nanq

n. The following proposition is well known.

Proposition 7.1. The following equalities hold in Z[[q]]:

(i)
j0

j
= �E6

E4
;

j0

j � 1728
= �E

2
4

E6
;

(ii)

3
E04
E4

= E2 � E6

E4
; 2

E06
E6

= E2 � E2
4

E6
;

(iii)
j00

j0
=

1

6
E2 � 1

2

E2
4

E6
� 2

3

E6

E4
:

Proof. To prove these relations we interpret q as exp(2�i�) with � 2 C,
Im � > 0 and we view the power series above as the Fourier expansions
of some well known modular forms for the group SL2(Z). The di�erential
operator f 7! qdf=dq is just the usual di�erentiation of f(q) with respect
to the variable 2�i� .

The logarithmic derivative j0=j of the modular j-function is modular of
weight 2. So is E6=E4. Since both these forms have a simple pole at j = 0,
they agree up to a constant which one easily checks to be equal to �1.
Similarly, j0=(j � 1728) and E2

4=E6 each have a simple pole at j = 1728
and therefore they agree up to a constant, which appears to be �1. This
proves (i).

Clearly the logarithmic derivative of � is equal to E2. Taking the log-
arithmic derivative of the relations E3

4 = j� and E2
6 = (j � 1728)� gives

the formulas in (ii). Finally, combining the relations in part (ii) with the
logarithmic derivative of the relation j0 = �jE6=E4 of part (i) proves (iii).
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This completes the proof of the proposition.

Next we introduce the following power series in Z[�; 1
�(1��) ][[q]]

x(�; q) =
1

12
� 2

1X
n=1

qn

(1� qn)2
+
X
n2Z

�qn

(1� �qn)2
;

y(�; q) =
1

2

X
n2Z

�qn(1 + �qn)

(1� �qn)3
:

These are really power series in q. For example,

X
n2Z

�qn

(1� �qn)2
=

�

(1� �)2
+

1X
n=1

�
�qn

(1� �qn)2
+

��1qn

(1� ��1qn)2

�
:

Proposition 7.2. We have the following equalities of power series:

(i)

y2 = x3 � E4(q)

48
x+

E6(q)

864
:

Here y = y(�; q) and x = x(�; q).

(ii) X
�2�l ;� 6=1

x(�; q) =
1

12
l
�
E2(q)� lE2(q

l)
�

Proof. If we interpret q as e2�i� for some � 2 C with Im � > 0, and
� = e2�iz, then x(�; q) is just (2�i)2}(z; �) and y(�; q) = (2�i)3}0(z; �)=2
(see [12, Chpt.4]) Part (i) then follows from the usual properties of the
Weierstra� }-function. To obtain the equality in (ii), use the series expan-
sions and the elementary fact that

X
�2�l ;� 6=1

�

(1� �)2
=

1� l2

12

and X
�2�l

�X

(1� �X)2
=

l2X l

(1�X l)2
:

We leave the calculations to the reader.
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Theorem 7.3. Let �l(X;Y ) 2 Z[X;Y ] denote the modular equation for
X0(l). Let l be a prime and let ~� denote the Laurent series j(ql).

(i) Then
�l(j;~�) = 0:

(ii) We have the following identity of Laurent series

j0�X(j;~�) + l~�0�Y (j;~�) = 0:

Here �X denote the partial derivative @�l=@X and similarly, �Y =
@�l=@Y .

(iii) We have the following identity of power series

j00

j0
� l

~�00

~�0
= �j

02�XX(j;~�) + 2lj0~�0�XY (j;~�) + l2~�02�Y Y (j;~�)

j0�X(j;~�)
:

Here the notation is as in part (ii). For instance, �XX denotes @2�l=@X
2,

etc.

Proof. Interpret q as exp(2�i�) with � 2 C, Im� > 0. The \Tate" curve

C=2�i(Z+ �Z)
exp�!�= C�=qZ

has j-invariant equal to j(q) and the curve C�=qlZ has j-invariant equal to
~� = j(ql). The map z 7! zl induces an isogeny of degree l with kernel the
group of l-th roots of unity �l:

0 �! �l �! C�=qZ �! C�=qlZ �! 0:

Therefore the relation in (i) holds. Di�erentiating the identity in (i), we
obtain the identity in (ii). Di�erentiating once more and dividing this
relation by j0�X(j;~�) = �l~�0�Y (j;~�), we obtain the relation in (iii).

This proves the theorem.

Now we can explain Elkies's algorithm.

Equation for the isogenous curve. Let E be an non-supersingular
elliptic curve over Fp given by the usual equation Y 2 = X3 +AX +B and
let j 2 Fp be its j-invariant. Let �l(X;Y ) denote the modular equation of
level l. We �rst compute

gcd(T p � T;�l(j; T ))
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in the ring Fp[T ], just as we did in Atkin's algorithm in section 6. If the
gcd is 1, the algorithm does not apply. If the gcd is non-trivial, then it
has all its roots (usually two) in Fp and we compute one such root ~�. By
Prop.6.1, E[l] admits a one dimensional eigenspace C for the action of '
such that ~� is the j-invariant of the isogenous curve E=C.

A Weierstra� equation

Y 2 = X3 + ~AX + ~B

for the isogenous curve ~E = E=C is given by:

~A = � 1

48

~�02

~�(~�� 1728)
;

~B = � 1

864

~�03

~�2(~�� 1728)
;

where ~�0 2 Fp is given by

~�0 = �18

l

B

A

�X(j;~�)

�Y (j;~�)
j:

To justify this, we invoke Deuring's Lifting Theorem [12, Chpt. 13] and
we lift the isogeny E �! E=C to characteristic 0. More precisely, there
exists q = exp(2�i�) 2 C such that E4(q), E6(q), are integers in some
number �eld, and there is a prime ideal P with residue �eld Fp of the ring
of integers of this number �eld such that the reduction modulo P of the
isogeny

0 �! �l �! C�=qZ �! C�=qlZ �! 0:

gives the isogeny
0 �! C �! E �! E=C �! 0

over Fp. The curve C
�=qZ admits a Weierstra�-equation

Y 2 = X3 � E4(q)

48
X +

E6(q)

864

with A � �E4(q)=48 (mod P) and B � �E6(q)=864 (mod P). Similarly
C�=qlZ admits an equation

Y 2 = X3 � E4(q
l)

48
X +

E6(q
l)

864
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with ~A � �E4(q
l)=48 (mod P) and ~B � �E6(q

l)=864 (mod P). Its j-
invariant satis�es j(ql) � ~� (mod P).

This enables us to compute the Weierstra�-equation of the isogenous
curve: we know E4; E6; j and ~� modulo P; using Prop.7.1(i) and Theo-
rem 7.3(ii) we calculate ~�0 (mod P). Applying the formulas of Prop. 7.1
to ~� and ~�0 we �nd E4(q

l) (mod P) and E6(q
l) (mod P). This gives us

~A; ~B 2 Fp.

Finally we compute the sum p1 2 Fp of the X-coordinates of the
points in the kernel C of the isogeny. The value of p1 is needed in sec-
tion 8. To this end we use the fact that the map � 7! (x(�; q); y(�; q))
gives an isomorphism between C�=qZ and the C-valued points of Y 2 =
X3 �E4(q)=48X +E6(q)=864. The points in C are precisely the ones that
correspond to � 2 �l. The value of p1 (mod P) can now be computed by
combining Prop. 7.1(iii), Prop. 7.2(ii) and Theorem 7.3(iii).

Note that, even though we used the analytic theory to justify the com-
putations, all calculations take place in Fp.

This approach does not work if �X(j;~�) = �Y (j;~�) = 0, since in this case
the relation of Thm.7.3(ii) vanishes. This happens precisely when (j;~�) is a
singular point of the modular curve �l(X;Y ) = 0 over Fp. We claim that in
that case the point (j;~�) is the reduction of a singular point overC. Indeed if
this would not be the case, then there would be a Zariski open neighborhood
U of (j;~�) (mod p) in the curve �l(X;Y ) = 0 in P1 � P1 over Z which is
regular in codimension 1. It then follows from a slight generalization of
[11, Chpt.II, Prop.8.23] that the curve given by �l(X;Y ) = 0 is normal
over Fp. However, its normalization is the modular curve X0(l) and this
curve is well known to be smooth in characteristic p. Therefore the point
(j;~�) is the reduction of a singular point over C. I thank Bas Edixhoven
for explaining this to me.

By the Kronecker congruence relation �l(X;Y ) � (X l�Y )(X�Y l) (mod l)
over Fl. Therefore all singular points of the curve modulo l are ordinary
double points and hence the same is true over C. This implies there are two
isogenies f; g : E �! ~E over C of degree l which are not equal, not even up
to an automorphism. This in turn implies that the isogeny �gf : E �! E
of degree l2 is not equal to l times an automorphism. Here �g denotes the
dual isogeny of g. We conclude that E admits an endomorphism of de-
gree l2 which has a cyclic kernel. This implies that the discriminant � of
the endomorphism ring of the lifted complex curve E satis�es j�j � 4l2.
Since the curve E over Fp is not supersingular, � is also the discriminant of
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EndFp(E). Since l = O(log p), the prime l and the discriminant � are very
small with respect to p. There are very few possibilities for �. Therefore
it is very easy to compute #E(Fp) using the methods of section 4.

The discriminant of an endomorphism ring of a \random" curve as in
the introduction usually has the same order of magnitude as �4p. For such
curves the above phenomenon can only occur when E is supersingular. As
has been pointed out before, the chance that a \random" elliptic curve is
supersingular is very small; the probability is bounded by O(p�1=2).

In practice one does not work with the modular equations �l(X;Y ).
These equations have many huge coe�cients. Atkin [2] and Morain [17]
use di�erent modular functions to generate the function �eld of the curve
X0(l). Their functions are more convenient to work with, since they give
rise to equations which have fewer and smaller coe�cients.

8. The kernel of the isogeny.

Let E be the elliptic curve given by Y 2 = X3 + AX + B over Fp. We use
the notation of the previous section: C is a subgroup of E[l] of order l,
which is respected by the action of the Galois group. The corresponding
isogeny f : E �! E=C is de�ned over Fp. Let ~A and ~B denote the
coe�cients of a Weierstra�-equation for E=C and let p1 denote the sum of
the X-coordinates of the points in C.

In this section we explain how, given the two Weierstra�-equations and
p1, to obtain the polynomial F (X) 2 Fp[X] of degree (l�1)=2 that vanishes
precisely on theX-coordinates of the points in C. As in the previous section
we use the analytic theory to justify our method, but all calculations are
done modulo p. In this section we use the Taylor series expansion of the
Weierstra� }-function rather than its Fourier series expansion.

As explained in the previous section, there is an elliptic curve over a
number �eld K, complex analytically isomorphic to C modulo a lattice
!1Z+ !2Z, such that the isogeny

C=(!1Z+ !2Z) �! C=(!1Z+ l!2Z)

given by z 7! lz, modulo a prime ideal P of K with residue �eld Fp is
the l-isogeny E �! E=C. We also write Y 2 = X3 + AX + B for the
Weierstra�-equation of the curve over C which reduces to E modulo P
and Y 2 = X3 + ~AX + ~B for the isogenous curve, which reduces to E=C
modulo P.
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It is convenient to work with the isogeny

C=(!1Z+ !2Z) �! C=(
1

l
!1Z+ !2Z)

given by z 7! z. The kernel of this isogeny is equal to the kernel of the
isogeny above, but the Weierstra�-equation of this isogenous curve is given
by

Y 2 = X3 +
~A

l4
X +

~B

l6
:

Let }(z) be the Weierstra� function associated to the lattice L = !1Z+!2Z
and let

}(z) =
1

z2
+
X
!2L
! 6=0

�
1

(z � !)2
� 1

!2

�
=

1

z2
+

1X
k=1

ckz
2k

be the Laurent series of the Weierstra� }-function at in�nity. One has

c1 = �A
5
; c2 = �B

7
;

ck =
3

(k � 2)(2k + 3)

k�2X
j=1

cjck�1�j ; for k � 3:

Similarly, let ~}(z) be the Weierstra� function associated to the lattice !1
l Z+

!2Z:

~}(z) =
1

z2
+

1X
k=1

~ckz
2k:

One has

~c1 = �1

5

~A

l4
; ~c2 = �1

7

~B

l6
;

~ck =
3

(k � 2)(2k + 3)

k�2X
j=1

~cj~ck�1�j ; for k � 3:

Note that all the ck and ~ck are contained in the number �eld K. The
denominators of the ck and ~ck are only divisible by primes less than 2k+4.
We introduce the Weierstra� �-function; it is the Laurent series given by

�(z) =
1

z
�

1X
k=1

ck
2k + 1

z2k+1:
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We have that � 0(z) = �}(z). The function ~� is de�ned in a similar way:

~�(z) =
1

z
�

1X
k=1

~ck
2k + 1

z2k+1:

Lemma 8.1. For every a 2 C one has that

�(z + a) + �(z � a)� 2�(z) =
}0(z)

}(z)� }(a)

as meromorphic functions.

Proof. We interpret the series as meromorphic functions on C. Take the
di�erence of the left hand side and the right hand side and di�erentiate.
This gives a meromorphic function on the torus C=(!1Z+!2Z). Inspection
of the pole divisors of the summands easily shows that the function has no
poles and is hence constant. Letting z tend to 0, one sees that the constant
is 0. Therefore the function itself is also constant. Since �(z) is an odd
function, one sees that it tends to zero as z tends to 0. This proves the
lemma.

Lemma 8.2. One has

(i)

~}(z) =

l�1X
i=1

}(z +
i

l
!1)�

l�1X
i=1

}(
i

l
!1);

(ii) X
�l=2<i<l=2

�(z +
i

l
!1) = ~�(z)� z

l�1X
i=1

}(
i

l
!1)

as meromorphic functions.

Proof. (i) The function ~}(z) =
Pl�1

i=0 }(z +
i
l!1) is periodic modulo the

lattice C=(!1l Z+!2Z). It is easy to see that it has no poles. Therefore the
function is constant and letting z tend to 0, one sees that this constant is,

in fact, equal to
Pl�1

i=0 }(
i
l!1).

(ii) Di�erentiating �~�(z)+
P

�l=2<i<l=2 �(z+
i
l!1) one obtains the function

~}(z) �
X

�l=2<i<l=2
}(z +

i

l
!1)
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which, by (i) is equal to �Pl�1
i=0 }(

i
l!1). Integrating, we see that the func-

tion

�~�(z) +
X

�l=2<i<l=2
�(z +

i

l
!1) + z

l�1X
i=1

}(
i

l
!1)

is constant. Letting z tend to 0 and using the fact that �(z) is an odd
function, one �nds that the constant is 0. This proves the lemma.

Theorem 8.3. Let l be prime and let F (X) be the polynomial that van-
ishes on the X-coordinates of the points in the kernel of the isogeny

C=(!1Z+ !2Z) �! C=(
!1
l
Z+ !2Z):

Then

zl�1F (}(z)) = exp

 
�1

2
p1z

2 �
1X
k=1

~ck � lck
(2k + 1)(2k + 2)

z2k+2

!
:

Proof. By Lemma 8.1 we have, for i = 1; 2; : : : ; (l � 1)=2,

�(z +
i

l
!1) + �(z � i

l
!1)� 2�(z) =

}0(z)
}(z)� }( il!1)

:

Adding these equations gives

�l�(z) +
X

�l=2<i<l=2
�(z +

i

l
!1) =

(l�1)=2X
i=1

}0(z)
}(z)� }( il!1)

:

By Lemma 8.2 this becomes

�l�(z) + ~�(z) � p1z =

(l�1)=2X
i=1

}0(z)
}(z)� }( il!1)

:

By inverting the process of di�erentiating logarithmically, we �nd

z1�lexp

 
�1

2
p1z

2 �
1X
k=1

~ck � lck
(2k + 1)(2k + 2)

z2k+2

!
= �

(l�1)=2Y
i=1

(}(z)�}( i
l
!1))

for some � 2 C�. Inspection of the coe�cient of z1�l gives that � = 1 as
required.
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Theorem 8.3 enables one to compute F (X) = X(l�1)=2+a l�3
2

X(l�3)=2+
: : :+ a0 in an e�cient way. The �rst few coe�cients of F are given by

a l�3
2

= �p1
2
;

a l�5
2

=
1

8
p21 �

~c1 � lc1
12

� l � 1

2
c1;

a l�7
2

= � 1

48
p31 �

~c2 � lc2
30

+ p1
~c1 � lc1

24
� l � 1

2
c2 +

l � 3

4
c1p1;

...

To obtain the coe�cients of the polynomial F (X) 2 Fp[X], we inductively

compute the coe�cients ck and ~ck from A, B and ~A , ~B respectively. Fi-
nally we use Theorem 8.3 and the value of p1 computed in section 7, to
compute the coe�cients ak (mod P). By the analytic theory, the resulting
polynomial vanishes on the X-coordinates of the points in C on the curve
E over Fp.

Note that even though we have used the complex analytic theory to
justify the computations, the entire calculation can be done with numbers
in Fp. The formulas for the ck and the ak involve denominators having
only small prime divisors. This is harmless since p is very large. This
phenomenon creates problems when one tries to extend the algorithms of
section 7 and 8 to large �nite �elds of small characteristic [9, 16].
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